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Bradley Nicholson). 
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Foreword 
 

The 21st Federal Forecasters Conference (FFC/2015) was held September 24, 2015 in Washington, DC. This meeting 
continues a series of conferences that began in 1988 and have brought wide recognition to the importance of forecasting 
as a major statistical activity within the Federal Government and among its partner organizations. Over the years, these 
conferences have provided a forum for practitioners and others interested in the field to organize, meet, and share 
information on forecasting data and methods, the quality and performance of forecasts, and major issues impacting 
Federal forecasts. 

The theme of FFC/2015, “Are Forecasts Accurate? Does it Matter?” was addressed from a variety of perspectives by a 
distinguished panel. 

Steven M. Fortier, Director, National Minerals Information Center, U.S. Geological Survey  
 
Prakash Loungani, Advisor, International Monetary Fund Research Department 
 
Kathryn Byun, Branch Chief, Employment Projections Program, Bureau of Labor Statistics 
 
 
The morning panel offered perspectives on how to be intelligent consumers of Federal forecasts. The concurrent afternoon 
sessions educated attendees on how to adapt forecasting techniques to particular challenges in both Federal and other 
settings. 
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The 21st Federal Forecasters Conference 
FFC/2015 

Scenes from the Conference  
 

Photos by  
Bradley Nicholson 

Bureau of Labor Statistics 
 
 

 
William J. Wiatrowski, Deputy Commissioner, of the Bureau of Labor Statistics Welcoming the 21st Federal 

Forecasters Conference to the Bureau of Labor Statistics Training and Conference Center. 
 
 

 
Left to Right: Steve Fortier, Katy Byun, and Sandra Colby.  

Katy Byun answering a question from the audience. 
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Left to Right: Steve Fortier and Katy Byun. 
Steve Fortier answering a question from the audience. 

Left to Right: Katy Byun and Tara Sinclair. 
Discussing Forecasting Topics. 
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Left to Right: Roger Moncarz, Jeffrey Busse, and Nikki Czaplicki. 
Jeffrey Busse presenting awards for the Federal Forecasters Consortium 2015 Forecasting Contest. 

Arup Mallik introducing the presenters and their papers for the session 
“Topics in Forecasting.” 
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Farhad Niami introducing the presenters and their papers for the session 
“Tax Policy in Washington DC.” 

Left to Right: Sharain Ward and Quentin Wodon. 
Sharain Ward presenting her paper “Dedication of Revenue from the Sales and Use Tax in 

Washington DC."  Quentin Wodon is handling the Power Point slide show. 
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Panel Discussion 

Are Forecasts Accurate? Does it Matter? 
Forecasts typically undergo a review before they are released to judge whether or not the forecast adheres to 
commonly accepted technical practice.  Forecasts often face an ex post evaluation that focuses on realized 
accuracy.  Whether forecasting immigration or emigration, agricultural production and price, mineral reserves 
and prices, or forecasting the direction of labor, economic, education, energy, and revenue trends, forecasters 
face similar private and public scrutiny.  How are forecasts evaluated?  How is forecast accuracy judged?  How 
does the accuracy of forecasts affect users?  Add your voice to the discussion.  Join us at the 21st Federal 
Forecasters Conference, where these and other forecasting questions will be addressed. 

Moderator 

Sandra Colby 
U.S. Census Bureau 

U.S. Department of Commerce 

Panelists 

Steven M. Fortier 
Director 

National Minerals Information Center 
U.S. Geological Survey  

Prakash Loungani 
Advisor 

International Monetary Fund Research Department 

Kathryn Byun 
Branch Chief 

Employment Projections Program 
Bureau of Labor Statistics 
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Panelist Information 

Steven M. Fortier 
Director, National Minerals Information Center 
U.S. Geological Survey 

Forecasting Increased Global Demand for Mineral Resources 
The U.S. Geological Survey – National Minerals Information Center is the agency of the 
Federal government responsible for the collection, analysis, and dissemination of non-fuel 
mineral information for commodities of importance to U.S. economic and national security.  

Data published by the Center are frequently used by other government agencies for forecasting economic trends (e.g. 
Federal Reserve Board) or future military raw material needs (e.g. Defense Logistics Agency).  A long standing objective 
of government policy makers is the development of an “early warning” capability to forecast emerging risks to mineral 
supply chains and availability.  The development of this capability, and the data and factors that are being evaluated to 
achieve it will be described and illustrated with examples. 

Prakash Loungani 
Advisor, IMF Research Department 

The Inability of Macroeconomists to Predict Recessions 
The record of failure to predict recessions is virtually unblemished.  The presentation 
will provide evidence of this dismal record using forecasts for over 50 countries over 
30 years.  Both private sector and public sector forecasters are equally poor at 
forecasting recessions.  After an overview, the presentation will focus on the 

performance of forecasts during the Great Recession, including the performance of the so-called troika (EC, ECB, IMF).  
The presentation will draw in part of new assessments of IMF forecasts carried out by external observers. 

Kathryn Byun 
Branch Chief, Employment Projections Program 
Bureau of Labor Statistics 

Evaluations of the Bureau of Labor Statistics’ Projections 
Every 2 years the Bureau of Labor Statistics (BLS) publishes 10-year projections including the 
outlook for hundreds of industries and occupations as well as detailed projections of the macro 
economy and labor force.  Periodic evaluations of the BLS projections are important not only for 
apprising data users of past performance but also for internal review of assumptions and 
methodology.  Given the breadth of data estimated and the 10-year horizon, providing meaningful 
analysis is challenging.  Today’s presentation will provide an overview of the methods used 

within the BLS evaluation exercises and discussion of the most recent results. 
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Concurrent Sessions I 

Tax Policy in Washington DC 
Session Chair:  Quentin Wodon, World Bank 

Policy Evaluation of Major Economic Development Project in Three Neighbourhoods in Washington DC 
Amira Alghugham, DC Office of the Chief Financial Officer and Howard University 

The aim of this study is to form a policy evaluation of major economic development project in the city; through review 
and compare the economic growth of neighbourhood before and after the development that the government investment 
and compare them to the surrounding neighbourhoods.  In doing so, we investigate the start and completion time of these 
projects as well as how much public money invested in these projects.  We attempt to answer the following questions to 
be able to form a policy: 

1. Did the targeted neighborhoods grow, what is the average annual growth rate of neighborhood before and after the
development In terms of group of fillers (single filers, head of household, married) and also for the surrounding
neighborhoods?

2. Does the targeted neighborhood grow faster than the surrounding neighborhoods?
3. Find the (compare the individual tax revenue) how much the tax revenue increases in each neighborhood and

compare it to the investment?
4. Did the neighborhood grow faster after the opening year?
5. After the opening, did the neighborhood had grown faster than the surrounding neighborhoods?
6. What is the incremental additional tax revenue from the focusing neighborhood? Compare to the neighboring

neighborhood?
7. Compare the increment to the public investment for the same time period?

Using panel data of individual income tax from 2001 to 2013, neighbourhoods’ economic growth was evaluated from two 
perspectives: the individual income tax data and property tax data as we compare their growth before and after the 
development, followed by regressing the explanatory variables that might affect the individuals income tax and property 
tax growth of each targeted neighbourhood in comparison to the surrounding neighbourhoods.  Descriptive analysis has 
shown that these targeted neighbourhoods share of income tax has grown significantly after the development has taken 
place compare to the surrounding neighbourhoods.  Moreover, comparing the annual percentage change in terms of 
income tax and total revenue, these neighbourhoods have a significant increase compare to the surrounding once.  It find 
that government subsidies that has been invested in these neighbourhoods had a great effect in having these 
neighbourhoods grow faster.   
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Dedication of Revenue from the Sales and Use Tax in Washington DC 
Sharain Ward, DC Office of the Chief Financial Officer 

Before FY 1995, all revenue from The District of Columbia’s sales and use tax went to the District’s General Fund.  
Beginning in FY 1995, a portion of the sales and use tax mainly from restaurants and hotels was dedicated to the 
Convention Center Fund.  Beginning in FY 1999, thanks to the reporting format, we are able to easily see sales tax 
revenue as a gross amount, amounts transferred to other funds, and net sales tax revenue to the general fund.  The transfer 
to the Convention Center Fund in FY 1999 was $ 51.1 million, or 8.6 percent of gross sales and use tax revenue. 
 
In the years since FY 1999, the number of dedicated funds from the sales and use tax has increased.  In FY 2009, after the 
first instance of ear-marking sales tax revenues, revenues were dedicated to the following five funds: Convention Center, 
Ballpark Fund, DDOT, Tax Increment Financing (TIF), and School Modernization.  The net sales and use tax revenue in 
FY 1999 was 91.4 percent of gross sales and tax revenue.  In FY 2009, the net sales and use revenue, was 74.4 percent of 
gross sales and use revenue. 
  
This study will report on our findings of the dedication of revenue from gross sales and use tax over the period FY 1998 to 
FY 2014.  We will identify the growth and impact of dedicated revenue on the general fund and on programs funded by 
dedicated funds. Graphics describing the findings will be presented. 
 
 
The Effect of District of Columbia’s Refundable Tax Credits on Poverty and Income Distribution 

Rhucha Samudra, American University, Daniel Muhammad, DC Office of the Chief Financial Officer  

Using annual administrative tax data for all income tax filers in the District of Columbia (DC), we estimate the effect of 
refundable tax credits on the inequality, income distribution and poverty levels in DC for 2002-2012.  Since rising income 
inequality has been a concern both nationally and within DC, it is important to evaluate how local tax policy 
affects income inequality through the system of tax and transfers.  To understand how DC’s tax system affects income 
inequality in the city, we focus on the following research question - what is the effect of refundable tax credits on the 
inequality, income distribution and poverty levels in DC?  In this paper we limit the refundable tax credits to the 
ones provided by DC which include the DC supplement of the Earned Income Tax Credit (EITC), property tax credit and 
the other refundable credits.  Using descriptive analysis we find that DC’s refundable credits increase the average income 
of tax filers in the lowest income quintile by 5.3 percent.   We also find that DC’s refundable credits lift on an average of 
4 percent of EITC tax filers out of poverty every year.  Our analysis shows that the refundable credits help to lessen the 
gap between the city’s highest and lowest income earners by redirecting approximately 4 percent of the city’s annual 
individual income tax collections to the tax filers who are at the bottom of the city’s income distribution. We also find that 
DC’s standard individual income tax policy and structure is progressive but not unusually burdensome for the city’s 
highest (or middle) income filers. 
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Uncertainty in Economic Forecasting 
Session Chair:  Xuguang (Simon) Sheng, American University 

 
 
Surprise and Uncertainty Indexes: Real-time Aggregation of Real-Activity Macro Surprises  

Chiara Scotti, Federal Reserve Board  

I construct two real-time, real activity indexes: (i) a surprise index that summarizes recent economic data surprises and 
measures optimism/pessimism about the state of the economy, and (ii) an uncertainty index that measures uncertainty 
related to the state of the economy.  The indexes, on a given day, are weighted averages of the surprises or squared 
surprises from a set of macro releases, where the weights depend on the contribution of the associated real activity 
indicator to a business condition index a la Aruoba, Diebold, and Scotti (2009).  I construct indexes for the United States, 
Euro Area, the United Kingdom, Canada, Japan.  I show that the surprise index preserves the properties of the underlying 
series in affecting asset prices, with the advantage of being a parsimonious summary measure of real-activity surprises. 
For the United States, I present the real-activity uncertainty index in relation to other proxies commonly used to measure 
uncertainty and compare their macroeconomic impact.  I find evidence that when uncertainty is strictly related to real 
activity it has a potentially milder impact on economic activity than when it also relates to the financial sector.  
 
 
Measuring Global and Country-specific Macroeconomic Uncertainty  

Ezgi Ozturk, International Monetary Fund, Xuguang (Simon) Sheng, American University  

With a panel of professional forecasters, we show that the uncertainty in predicting a typical economic variable has two 
components: (i) common uncertainty, defined as the conditional volatility of mean forecast errors and (ii) idiosyncratic 
uncertainty, proxied by disagreement among individual forecasters.  Using individual survey data from the Consensus 
Forecast over the period of 1989-2014, we estimate an index of macroeconomic uncertainty as a weighted average of 
variable-specific uncertainties perceived by market participants.  Our new measures are associated with episodes of 
recessions, and have large and persistent effect on real activity both within and across countries.  
 
 
Uncertainty and Economic Activity: A Global Perspective  

Ambrogio Cesa-Bianchi, Bank of England, Hashem Pesaran, University of Southern California, Alessandro Rebucci, 
Johns Hopkins University  

The 2007-2008 global financial crisis and the subsequent anemic recovery have rekindled academic interest in quantifying 
the impact of uncertainty on macroeconomic dynamics based on the premise that uncertainty causes economic activity to 
slow down and contract.  In this paper, we study the interrelation between financial markets volatility and economic 
activity assuming that both variables are driven by the same set of unobserved common factors.  We further assume that 
these common factors affect volatility and economic activity with a time lag of at least a quarter.  Under these 
assumptions, we show analytically that volatility is forward looking and that the output equation of a typical VAR 
estimated in the literature is mis-specified as least squares estimates of this equation are inconsistent.  Empirically, we 
document a statistically significant and economically sizable impact of future output growth on current volatility, and no 
effect of volatility shocks on business cycles, over and above those driven by the common factors.  We interpret this 
evidence as suggesting that volatility is a symptom rather than a cause of economic instability. 
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Projection of Current Trends and Their Policy Implications 
Session Chair:  Tara Sinclair, George Washington University 

 
 
Accuracy Analysis of the Short-Term (11-year) National Health Expenditure Projections 

Sean Keehan, Centers for Medicare & Medicaid Services, Devin Stone, Centers for Medicare & Medicaid Services 

Projections of the National Health Expenditure Accounts are prepared annually by the Centers for Medicare & Medicaid 
Services.  In this paper, the accuracy of 16 sets of projections will be addressed on a number of dimensions.  This paper 
also discusses factors that can affect accuracy and their implications, such as uncertainty in economic growth, future 
legislative changes, revisions to the underlying accounts data, and changes in consumer or producer behavior.  Ultimately, 
these projections provide policy makers and analysts insight into future health trends if current market trends persist under 
current law. 
 
 
Individual Non-Filers and IRS Generated Tax Assessments: Revenue and Compliance Impacts of IRS 
Substitute Assessment When Taxpayers Don’t File 

Saurabh Datta, Internal Revenue Service, Stacy Orlett, Internal Revenue Service, Alex Turk, Internal Revenue 
Service,  

The U.S. Income tax system relies on taxpayers voluntarily filing, reporting and paying their tax liabilities.  When a 
taxpayer fails to voluntarily file a return, the IRS can file a “substitute for return” that creates a tax assessment.  Many of 
the substitute assessments are done via the IRS’s Automated Substitute for Return (ASFR) program.  In recent years, the 
ASFR Program has experienced a noticeable decline in resources and a corresponding decline in the number of delinquent 
returns processed.  To make the best use of resources available to IRS, it is critical that the IRS and policy makers 
understand the direct and indirect impacts of this program.  To explore these impacts, we develop models of the potential 
collection of ASFR assessments and then predict the impact of the program on subsequent filing compliance.  We then 
use these models to estimate the opportunity costs of reductions to the number of cases worked in the ASFR program.  We 
find positive direct and indirect effects of ASFR treatments on dollars collected from delinquent returns and voluntarily 
filing tax returns for subsequent years. 
 
 
Estimation of Economic Opportunity Costs Due to Constrained Regional Infrastructure Using Risk 
Modeling: Uinta Basin Energy and Transportation Study 

Brian Park, U.S. Energy Information Administration 

This paper presents an innovative method of applying an economic risk model to estimate economic opportunity costs to 
the regional economy resulting from a constrained regional transportation infrastructure.  

Energy production in Utah is expected to increase because new energy extraction methods will be utilized in the Uinta 
Basin.  The volumes of oil and natural gas production are expected to increase significantly over the next two to three 
decades.  The study discusses: 1) the forecast of the energy production growth in the basin; 2) the regional transportation 
infrastructure’s capacity to absorb transportation demand as a result of growth in energy production; and 3) if applicable, 
the opportunity of cost of failing to provide adequate transportation infrastructure.  
 
 
The Emerging Electorate: Projections of the Eligible Voting Population in the United States, 2016-2022 

Thomas File, U.S. Census Bureau, Jennifer Ortman, U.S. Census Bureau 

In this paper, we present a series of projections of the citizen population aged 18 years and over, the population used by 
the U.S. Census Bureau and others to represent the voting-eligible population.  Projections are made for the next two 
national election cycles (2016 and 2022).  In addition to the total voting-eligible population projections, we present results 
by age, gender, race and Hispanic-origin.  The projections rely on assumptions concerning the percentage of foreign-born 
individuals who will become citizens in upcoming years.  This paper also includes discussion of important demographic 
factors in recent turnout, and explores projecting voting rate outcomes in future research.   

2015 Federal Forecasters Conference 21 Papers and Proceedings




Accuracy Analysis of the Short-Term National Health 
Expenditure (NHE) Projections 


Sean Keehan and Devin Stone 
Office of the Actuary, Centers for Medicare & Medicaid Services 


 
INTRODUCTION 
 
With national health spending in the United States 
projected to account for just under a fifth of Gross 
Domestic Product by 2024 (Keehan et al, 2015), many 
are interested in what the future will hold for the health 
care industry.  This includes trends for spending by 
source of funds, sponsor, and service type, consistent 
with the National Health Expenditure Accounts 
methodology (CMSa, 2015).  The Office of the Actuary 
in the Centers for Medicare & Medicaid Services 
(CMS) publishes short-run (11 years) National Health 
Expenditure (NHE) projections.  These projections have 
played an important role in shaping the health care 
policy debate and continue to be sought after by 
numerous audiences. 
 
HISTORY OF THE NHE PROJECTIONS 
 
Every year the Board of Trustees publishes a Report 
that evaluates the financial solvency of the Medicare 
program, and projects future spending levels and trends 
(Boards of Trustees, 2015).  The first NHE projections 
were published in 1980 and were intended to provide 
additional context for those estimates to show how 
projected spending levels and trends for the Medicare 
program compare to the overall market for health care 
goods and services (Freeland et al, 1980).  Beginning in 
1998, these projections have been published annually in 
the peer-reviewed journal Health Affairs, and now 
contain both aggregate trends, as well as projected 
trends on per capita and per-enrollee bases, to allow for 
easier and more comprehensive comparisons across 
payers. A methodology paper is published on the CMS 
website to complement these projections, providing 
details on the econometric model and methodology.  
(CMSa, 2015).     
 
MAIN USERS (AND USES) OF THE NHE 
PROJECTIONS 
 
The NHE projections are used by a number of 
stakeholders including policymakers, researchers, and 
the public to help inform discussion regarding health 
care policy.  They are routinely commented upon by 
media and think-tanks and are often referenced by 
academics (for teaching purposes) and trade 
associations and companies in the health industry (for 
benchmarking purposes).  For example, the latest 
release of the NHE Projections prompted news stories 


from the Associated Press, Wall Street Journal, Reuters, 
and others (KHN, 2015). 
 
Over time the projections have come to be incorporated 
into proposed health care laws as well as ongoing 
regulations.  For example, to help finance the Medicare 
Part D program, the NHE projections were used to 
calculate the payments to be made by the states to 
Medicare (Schneider, 2004).  More recently, the NHE 
projections have also been used to develop cost and 
savings estimates for health care legislation, such as the 
financial effects of the Affordable Care Act (ACA) of 
2010 (Foster 2010).  Once the major coverage 
expansions in the ACA began, the projections for 
growth in per enrollee employer-sponsored insurance 
premiums have been used to determine the “premium 
adjustment percentage,” which is used to update both 
cost-sharing limits and affordability thresholds for 
credits for insurance plans sold through the Marketplace 
(Department of Health and Human Services, 2015).  
Additionally, the ACA requires self-insured and fully-
insured health plans to charge their consumers a fee to 
help fund the Patient-Centered Outcomes Research 
Institute, and the fee is calculated based on the projected 
growth in NHE per capita expenditures (Internal 
Revenue Service, 2015).   
 
PROJECTION ACCURACY MEASUREMENTS 
 
Given NHE projections’ wide range of uses and 
stakeholders, it’s important that these projections are as 
accurate as possible.  This means continuously 
evaluating their accuracy over time, and updating the 
methodology and processes used for the projections as 
the health economy continues to evolve (CMSb, 2015).  
CBO also regularly assesses their projections in 
comparison to historical estimates (CBO, 2015). 
 
There are multiple ways to measure the accuracy of 
these projections.  Each method has both advantages 
and drawbacks.  Because of this, each measure is 
analyzed in order to get a comprehensive picture of 
accuracy.  The first measurement that is used is Mean 
Error, which reports the average annual difference 
between the projected growth rate and the most recent 
published estimates.  The advantage of this measure is 
that Mean Error is a very common summary statistic on 
how projections can be compared against historical 
estimates.  The most important disadvantage is that 
errors in one direction can be offset by errors in the 







opposite direction.  Therefore, a projection with 
extremely large annual projection errors in opposite 
directions can appear to be a very accurate projection by 
solely looking at this measure. 
 
The next method used to assess projection accuracy is 
Mean Absolute Error, which shows the average annual 
difference (in absolute value) between the projected 
growth rate and the most recent published estimates.  
The main advantage is that this measure does not allow 
for offsetting errors.  One drawback is that it could give 
the impression that a projection is not biased one way or 
another when it actually may be. 
 
The third measurement is Range, which simply gives 
the largest over- and under-projection for that projected 
year.  The strength is that this measure provides a 
picture of the volatility associated with the projected 
estimates.  The major drawback is that the measure 
could show that the projection is subject to a wide range 
of errors when the particular case shown is an outlier 
that is extremely unlikely to be repeated in the future. 
 
The next measurement is Directional Accuracy, which 
shows how often the direction of the projected growth 
rate matched the direction of the most recent published 
estimates.  The biggest advantage is that this measure 
shows whether the projection correctly predicts the 
trend in the movement of growth; that is, an acceleration 
or a deceleration.  Users of projections are very 
interested in knowing when an acceleration or 
deceleration in growth will end (Getzen, 2012).  The 
drawback of this measure is in the analysis of the later 
projected years.  A projection that predicts that a recent 
uptrend will end in 4 years could be seen as inaccurate 
if the trend ends in 3 years even though this projection 
would correctly predict that the trend will end after a 
few years.  Also, a projection could potentially match 
the actual growth rate but the direction could be 
incorrect because of a change to the prior year. 
 
The final measurement is Over-estimated/Under-
estimated, which compares the projected growth rate 
and the most recent published estimates and states how 
often the projection was higher than the published 
estimate and then how often the projection was lower 
than the published estimate.  The measure’s strength is 
that it shows if the projected growth rates are biased one 
way or the other.  The projection could be considered to 
be biased if the growth rates are consistently over or 
under the eventual historical estimates of growth.  The 
drawback of this measure is mostly seen in the later 
projected years.  When unforeseen events like an 
economic recession occur, the projected growth rates for 
all categories of health care spending could potentially 


be inaccurate for a number of years (and in the case of a 
severe economic recession, likely over-estimated). 
 
FACTORS THAT INFLUENCE NHE PROJECTION 
ACCURACY 
 
Every year OACT reviews the accuracy of the NHE 
projections and explores the key reasons why projected 
spending may differ from actual spending.  These 
reasons are summarized below and are based off the 
more extensive overview provided in CMS’s projections 
accuracy paper (CMSb, 2015).       
 
First, the factor that likely has the greatest impact is 
related to the accuracy of the exogenous data inputs.  
The NHE projection’s modeling effort relies on 
exogenous forecasts for macroeconomic variables such 
as Gross Domestic Product, and unemployment rates.  
The most important exogenous forecast is for disposable 
personal income which explains much of the variation 
in aggregate personal health care spending, and is used 
for projecting spending for individual services and 
sectors (CMSa, 2015).  One limitation is that the record 
of all prominent macroeconomic forecasts is very poor 
in predicting recessions, including the most recent 
economic downturn (Harford, 2014).  Lower economic 
growth typically leads to less health care utilization, 
which means an exogenous forecast that over predicts 
economic growth will likely lead to an over prediction 
of health spending growth and vice versa.  Similarly, the 
overestimation of NHE growth in the years after the 
recession has been partially driven by an overestimation 
of the speed and strength of the economic recovery. 
 
The second major factor is the accuracy of the 
econometric model equations and the adjustments made 
to the model solutions.  The health sector is constantly 
evolving as are the data sources intended to measure it.  
These changes may act to limit the ability of the models 
to fit the historical time series.  As a check, every 
equation in the model is reviewed annually to assess its 
associated fit with the historical time series, and to 
determine if there are improvements that can be made to 
its specification.  This includes reviewing add factors 
that are adjustments to the model’s solution designed to 
account for changes in the health sector that are not 
directly accounted for in the model.  These add factors 
take into account important factors that cannot be 
modeled directly and tend to improve accuracy; 
however, the magnitude of the needed adjustments is 
uncertain and subject to error. 
 
The third factor is related to changes in legislation.  The 
NHE projections are typically modelled under current 
laws and regulations.  Legislative and or regulatory 
changes can occur after the NHE projections are 







published, and these changes will not be incorporated 
until the next publication for the NHE projections.  
Examples include the Balanced Budget Act of 1997 
(BBA), Balanced Budget Refinement Act of 1999 
(BBRA), Benefits Improvement and Protection Act of 
2000 (BIPA), the Medicare Modernization, Prescription 
Drug, and Improvement Act of 2003 (MMA), and most 
recently the ACA in 2010.  
 
A fourth factor is that data revisions are built into the 
historical NHE series each year.  These revisions are 
typically minor and are intended to incorporate the most 
up to date source data.  Revisions reflecting 
methodological changes can also occur.  Because the 
NHE projections use historical data to project future 
health spending, any change in the historical data series 
can influence those results.     
 
Finally, the NHE Projections are inherently subject to 
uncertainty and the degree of uncertainty associated 
with the projection increases with the projection 
horizon.  Additionally, there is limited evidence under 
the ACA coverage expansions; the impacts of reform 
will continue to materialize over the coming years 
(Keehan et al, 2015). 
 
DISCUSSION 
 
At the end of this paper, there are four tables that give 
results on the accuracy of the NHE Projections.  
Generally, these predictions tend to be more accurate in 
the near term of the projection period than in later 
projected years and more accurate at higher levels of 
aggregation of health spending than in the detailed 
components.  Underlying increased accuracy in the near 
term of the projection period, some historical data may 
be available at the time the projections are produced and 
many of the factors driving the trends may be known in 
the first portion (three years) of the projection (Table 1).  
By the fourth or fifth projected years, there could be a 
number of new factors driving the actual estimate that 
were unknown at the time that the projections were 
made.  Further, the aggregate NHE projections tend to 
be more accurate than the projection of any of the 
sectors as volatility in the aggregate series tends to be 
less than observed in the detailed components of NHE.  
A single factor can drive a growth projection of a sector 
much higher or lower than what was projected while 
that same factor would have less impact on NHE 
growth.  For example, the strong use of new, expensive 
drugs to treat Hepatitis C only modestly impacted NHE 
growth in 2014, but sharply increased drug spending 
growth. 
 
On average NHE projections tend to slightly 
overestimate actual spending growth, with a mean 


difference between projected and actual spending of 0.2 
and 0.3 percentage points in the first and second 
projections years respectively (Table 1).  Mean absolute 
difference is 1 percentage point in the first year, and 0.8 
and 1.3 percentage points in the second and third years 
respectively.  
 
Projected growth in hospital spending is on average 0.3 
percentage points below actual growth in hospital 
spending in the first year, and 0.5 percentage points and 
0.9 percentage points in the second and third years 
respectively (Table 2).  The direction of growth has 
been correct 69 percent of the time for the first projected 
year, 53 percent for the second year, and 64 percent for 
the third year.  
 
There have been many legislative changes which will 
influence health care spending, and by extension, 
hospital spending.  This includes the BBA, BBRA, 
BIPA, ACA, and updates to Medicare and Medicaid 
payment policy.  The NHE projection’s estimates reflect 
current law, and generally will not incorporate future 
legislative changes.  Hospital spending is also 
influenced by unpredictable disease related drivers, such 
as the strength of the flu season in an individual year.  
Hospital spending can also be influenced by changes in 
insurance benefit design, and competition with other 
hospitals for equipment through “medical arms races” 
(Bazzoli et al, 2006).  Another key factor was the 
unanticipated severity of the 2007-2009 recession, 
which may have changed patient demand for health 
services. 
 
On average projected spending for physician and 
clinical services has been higher than actual spending by 
0.1 percentage points for the first and second projection 
years (Table 3).  The mean difference is 0.0 for the third 
projection year.    The mean absolute difference in 
projected versus actual spending is 1.0 percentage point 
in the first year, and 1.3 percentage points in the second 
and third years.  The directional accuracy is correct 69 
percent of the time in the first projected year, 87 and 50 
percent in the second and third projected years 
respectively.   
 
Projected growth in spending for physician and clinical 
services has been slightly overstated on average for the 
near term of the projection.  This overestimated growth 
can be explained by several factors.  The first and most 
significant factor has been the substantial effects from 
the most recent recession and modest recovery that 
followed, as described previously.  As with other 
sectors, the trend in growth in lagged real disposable 
income is used to project growth in spending in 
physician and clinical services.  In the years following 
the recession, assumed growth in disposable personal 







income was stronger than what ultimately came to pass, 
contributing to the error in overstated projected growth 
for physician and clinical services (CMSa, 2015).  In 
addition, utilization and intensity of care for this 
category was ultimately slower than implied by the 
trend in disposable income after 2006, likely attributable 
to the combined effect of the most recent recession in 
concert with the rapid growth in high deductible health 
insurance plans.  During the recession, many consumers 
delayed or altogether avoided preventative care and 
visits to their physician more so than other types of care 
(Pickens et al, 2009), particularly among the uninsured 
(KFF, 2013).  Compounding this depressed use of 
services, high-deductible health insurance plans have 
grown from a negligible portion of employer plans in 
2005 to nearly a quarter of employer sponsored 
insurance plans, and have been shown in recent research 
to disproportionately depress the use of preventative 
care and physician visits (Fronstin et al, 2013). 
 
In projections prior to the 2012-22 projections, another 
significant contributor to errors in the projected growth 
was the annual legislative intercessions to preclude cuts 
to the Medicare Physician Fee Schedule mandated by 
the sustainable growth rate (SGR) formula under current 
law.  While these cuts were overridden through 
legislative changes annually since 2003, the NHE 
projections have historically been completed prior to the 
legislative override. Thus, under current law, the NHE 
projections assumed that the negative updates to the 
Medicare physician fee schedule were allowed to occur, 
which resulted in forecasts that tended to underestimate 
Medicare spending growth in this category. 
Accordingly, because the payment changes under the 
SGR had historically been consistently overridden, the 
2012-22 and 2013-23 projections incorporated 
projections of Medicare spending that were consistent 
with the scenario in the Medicare Trustees Report where 
these scheduled updates to the Medicare physician fee 
schedule under the SGR formula did not transpire.  For 
the 2014-24 projections, the projections of Medicare 
incorporated recently passed legislation that replaced 
the SGR system (Hagland, 2015).  Consequently, this 
issue will contribute less and less to the average forecast 
error over time.        
 
The projections of drug spending growth have, on 
average, overestimated historical spending in the first, 
second, and third years of the projection period by 0.2, 
1.0, and 1.5 percentage points, respectively (Table 4).  
The mean absolute difference is 2.3 percentage points in 
the first year, 3.1 percentage points in the second year, 
and 4.1 percentage points in the third year.  The 
direction of growth for the first year was correct 75 
percent of the time, correct for the second year 67 
percent of the time, and correct for the third year 64 


percent of the time.  The range of differences between 
the projected and actual growth rates for prescription 
drug spending is much larger than the other two major 
sectors analyzed.   
 
In addition to the fact that drug sector growth is 
historically much more volatile than that of any other 
sector, these wide ranges between the projected and 
actual growth rates are due largely to the fact there was 
an all-time high in growth in 1999 and all-time lows in 
growth in 2010 and 2012.  Although CMS projected 
double-digit growth of 14.0 percent in 1999, the actual 
growth rate was 18.4 percent, a rate primarily caused by 
a large influx of new prescription drugs (like Celebrex 
and Vioxx) that achieved blockbuster status.  Their 
success was emboldened, in part because these drugs 
were heavily advertised on television and this 
advertising proved to be remarkably effective.  Because 
regulations on drug advertising were eased in 1997, 
there was little experience to draw from on the large 
effect direct-to-consumer advertising might have on 
drug spending growth in 1999.  On the opposite side, 
the start of a recession along with a faster-than-
predicted increase in the generic dispensing rate caused 
drug spending to grow at just 2.8 percent in 2008 
(versus a prediction of 6.8 percent in the projections 
released in February 2007).  The sluggish nature of the 
economic recovery along with continued faster-than-
expected increases in the generic dispensing rate have 
been the major factors in the overestimation of drug 
spending growth since 2009.  Few, if any, drug industry 
experts accurately predicted the magnitude of the shift 
to generic drugs, going from a generic dispensing rate of 
47 percent in 2001 to 80 percent in 2013.  In addition to 
brand-name drugs losing patent protection, the large 
shift to generics also reflected slower numbers of new 
drugs approved and actions by employers, insurers, and 
pharmacy benefit members to incentivize the use of 
generic drugs among enrollees (Zimmerman, 2012). 
 
 
CONCLUSION 
 
Projecting national health expenditures is a service 
important to many audiences.  Accurate projections 
require a clear understanding of economic theory, 
advanced modeling techniques, access to reliable data, 
and a broad knowledge of the heath care sector as a 
whole. 
 
This paper describes various measures of accuracy of 
the NHE Projections.  This exercise is important for 
several reasons.  First, and perhaps most importantly, by 
updating this review on an annual basis, it could show 
areas for improvement and foster a better understanding 
of the future outlook for national health care spending.  







Second, the results provide data users context for how to 
interpret the growth projections that are published.  For 
example, a data user can see a published growth 
projection for a particular year and by using the range in 
the accuracy tables, feel confident that the eventual 
historical estimate will fall within the reported range.  
Finally, this analysis provides transparency in a 
quantitative manner helping to demonstrate for users 
that the NHE projections reflect unbiased estimates of 
health spending.     
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Table 1 
Projection Accuracy for Total NHE 


       


 
Mean 
Error1 


Mean ABS 
Error2 Range3 


Direction 
Accuracy4 


Over-estimated / 
Under-estimated5 


       


First Year (obs = 16) 0.2 1.0 -1.0 to 1.9 75.0% 
 


11 / 5 
        


Second Year (obs = 15) 0.3 0.8 -1.3 to 1.8 73.3% 
 


11 / 4 
        


Third Year (obs = 14) 0.3 1.3 -1.6 to 2.9 57.1% 
 


9 / 5 
        


Fourth Year (obs = 13) 1.0 1.5 -3.0 to 3.5 23.1% 
 


10 / 3 
        


Fifth Year (obs = 12) 1.3 1.4 -2.0 to 3.8 66.7% 
 


10 / 2 
 
       


1 Mean Error measures the average annual difference between the projected growth rate and the most recent 
published estimates in the National Health Expenditure Accounts for a particular category and year.  Since the sign 
of the error is retained, it is possible that a positive error in projection would be offset by a negative error of the 
same magnitude in another projection. 
2 Mean Absolute Error measures the average annual difference (in absolute value) between the projected growth rate 
and the most recent published estimates in the National Health Expenditure Accounts for a particular category and 
year. 
3 Range shows the maximum amount that the projected growth rate was above and below the most recent published 
estimates in the National Health Expenditure Accounts for a particular category and year. 
4 Direction Accuracy shows how often the direction of projected growth rate for a particular category and year 
matched the direction of most recent published estimates in the National Health Expenditure Accounts for a same 
category and year. 
5 Over-estimated / Underestimated compares the projected growth rate and the most recent published estimates in 
the National Health Expenditure Accounts for a particular category and year and states how often the projection was 
over the published estimate and then how often the projection was under the published estimate. 
SOURCE:  Centers for Medicare & Medicaid Services, Office of the Actuary. 
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Table 2 
Projection Accuracy for Hospital Care 


       


 
Mean 
Error1 


Mean ABS 
Error2 Range3 


Direction 
Accuracy4 


Over-estimated / 
Under-estimated5 


       


First Year (obs = 16) -0.3 1.0 -1.8 to 1.9 68.8% 
 


5 / 11 
        


Second Year (obs = 15) -0.5 1.3 -2.7 to 2.0 53.3% 
 


5 / 10 
        


Third Year (obs = 14) -0.9 1.7 -2.8 to 1.9 64.3% 
 


5 / 9 
        


Fourth Year (obs = 13) 0.0 1.3 -2.7 to 2.4 38.5% 
 


7 / 6 
        


Fifth Year (obs = 12) 0.1 1.2 -2.3 to 2.7 66.7% 
 


6 / 6 
 
       


1 Mean Error measures the average annual difference between the projected growth rate and the most recent 
published estimates in the National Health Expenditure Accounts for a particular category and year.  Since the sign 
of the error is retained, it is possible that a positive error in projection would be offset by a negative error of the 
same magnitude in another projection. 
2 Mean Absolute Error measures the average annual difference (in absolute value) between the projected growth rate 
and the most recent published estimates in the National Health Expenditure Accounts for a particular category and 
year. 
3 Range shows the maximum amount that the projected growth rate was above and below the most recent published 
estimates in the National Health Expenditure Accounts for a particular category and year. 
4 Direction Accuracy shows how often the direction of projected growth rate for a particular category and year 
matched the direction of most recent published estimates in the National Health Expenditure Accounts for a same 
category and year. 
5 Over-estimated / Underestimated compares the projected growth rate and the most recent published estimates in 
the National Health Expenditure Accounts for a particular category and year and states how often the projection was 
over the published estimate and then how often the projection was under the published estimate. 
SOURCE:  Centers for Medicare & Medicaid Services, Office of the Actuary. 
  







Table 3 
Projection Accuracy for Physician and Clinical Services 


       


 
Mean 
Error1 


Mean ABS 
Error2 Range3 


Direction 
Accuracy4 


Over-estimated / 
Under-estimated5 


       


First Year (obs = 16) 0.1 1.0 -1.5 to 2.9 68.8% 
 


8 / 8 
        


Second Year (obs = 15) 0.1 1.3 -1.6 to 2.6 86.7% 
 


7 / 8 
        


Third Year (obs = 14) 0.0 1.3 -3.7 to 2.8 50.0% 
 


8 / 6 
        


Fourth Year (obs = 13) 1.2 1.4 -1.3 to 3.5 61.5% 
 


11 / 2 
        


Fifth Year (obs = 12) 1.2 1.5 -1.6 to 3.7 66.7% 
 


10 / 2 
 
       


1 Mean Error measures the average annual difference between the projected growth rate and the most recent 
published estimates in the National Health Expenditure Accounts for a particular category and year.  Since the sign 
of the error is retained, it is possible that a positive error in projection would be offset by a negative error of the 
same magnitude in another projection. 
2 Mean Absolute Error measures the average annual difference (in absolute value) between the projected growth rate 
and the most recent published estimates in the National Health Expenditure Accounts for a particular category and 
year. 
3 Range shows the maximum amount that the projected growth rate was above and below the most recent published 
estimates in the National Health Expenditure Accounts for a particular category and year. 
4 Direction Accuracy shows how often the direction of projected growth rate for a particular category and year 
matched the direction of most recent published estimates in the National Health Expenditure Accounts for a same 
category and year. 
5 Over-estimated / Underestimated compares the projected growth rate and the most recent published estimates in 
the National Health Expenditure Accounts for a particular category and year and states how often the projection was 
over the published estimate and then how often the projection was under the published estimate. 
SOURCE:  Centers for Medicare & Medicaid Services, Office of the Actuary. 
  







Table 4 
Projection Accuracy for Prescription Drugs 


       


 
Mean 
Error1 


Mean ABS 
Error2 Range3 


Direction 
Accuracy4 


Over-estimated / 
Under-estimated5 


       


First Year (obs = 16) 0.2 2.3 -6.1 to 3.0 75.0% 
 


12 / 4 
        


Second Year (obs = 15) 1.0 3.1 -6.3 to 5.1 66.7% 
 


9 / 6 
        


Third Year (obs = 14) 1.5 4.1 -10.2 to 6.0 64.3% 
 


11 / 3 
        


Fourth Year (obs = 13) 2.6 4.1 -7.3 to 7.1 61.5% 
 


11 / 2 
        


Fifth Year (obs = 12) 3.5 3.9 -6.4 to 8.2 66.7% 
 


10 / 2 
 
       


1 Mean Error measures the average annual difference between the projected growth rate and the most recent 
published estimates in the National Health Expenditure Accounts for a particular category and year.  Since the sign 
of the error is retained, it is possible that a positive error in projection would be offset by a negative error of the 
same magnitude in another projection. 
2 Mean Absolute Error measures the average annual difference (in absolute value) between the projected growth rate 
and the most recent published estimates in the National Health Expenditure Accounts for a particular category and 
year. 
3 Range shows the maximum amount that the projected growth rate was above and below the most recent published 
estimates in the National Health Expenditure Accounts for a particular category and year. 
4 Direction Accuracy shows how often the direction of projected growth rate for a particular category and year 
matched the direction of most recent published estimates in the National Health Expenditure Accounts for a same 
category and year. 
5 Over-estimated / Underestimated compares the projected growth rate and the most recent published estimates in 
the National Health Expenditure Accounts for a particular category and year and states how often the projection was 
over the published estimate and then how often the projection was under the published estimate. 
SOURCE:  Centers for Medicare & Medicaid Services, Office of the Actuary. 
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Background and Introduction 


The U.S. Income tax system relies on taxpayers 
voluntarily filing tax returns when required, and 
reporting and paying their tax liabilities. Each year, a 
fraction of taxpayers fail to file required returns. After 
the filing season, the IRS identifies potential nonfilers 
and attempts to secure returns via a series of notices and 
other contacts. When the taxpayers fail to respond by 
filing a return, the IRS can file a “substitute for return” 
that creates a tax assessment based on prior year 
information and information obtained from third parties. 
Many of the substitute assessments are made via the 
IRS’s Automated Substitute for Return (ASFR) 
process.1 


The number of delinquent returns worked in the ASFR 
process varies from year to year. In recent years, the 
ASFR program has experienced a noticeable decline in 
resources and a corresponding decline in the number of 
delinquent returns worked by the ASFR process. This is 
partly attributable to a general decline in IRS budgets 
and partly due to the reallocation of nonfiler resources 
to other areas as IRS responsibilities expand. One 
criticism of the ASFR process is that in some cases the 
assessments are overstatements of the taxpayer’s true 
liability. Most of the deductions and exemptions a 
taxpayer may be entitled to claim can be obtained only 
if the taxpayer files the return. Thus, the ASFR 
assessments may overstate the true amount of unpaid 
tax. However, not making the ASFR assessments leads, 
in many cases, to an understatement of the unpaid tax 
that is owed to the U.S. Government. Another criticism 
is that many of the ASFR assessments can be difficult to 
collect. 


To make the best use of the resources available to the 
IRS, it is critical that the IRS and policy makers 
understand the impacts of the ASFR program on 


                                            
1 ASFR is in automated process that generates notices and an 
automated  “Substitute for Return”  tax assessment if taxpayers do not 
resolve their delinquent return.  However, labor resources are needed 
to work with the taxpayer when the taxpayer responds to one of the 
letters or the default assessment.   


collecting delinquent taxes and fostering future filing 
and payment compliance. To explore these impacts, we 
develop models of the potential collection of ASFR 
assessments and then predict the impact of the ASFR 
program on subsequent filing compliance. We can then 
use these models to estimate, in terms of dollars 
collected and the numbers of delinquent returns, the 
opportunity costs of reductions to the number of cases 
worked in the ASFR program.  


In the next section, we broadly highlight some of the 
recent research papers in the area of taxpayer 
compliance and behavior, which will help us in 
understanding the noncompliance issues and then 
formulate the economic and empirical model from 
ASFR’s perspective. 


Literature Review 


The literature on taxpayer compliance is varied and has 
witnessed growth in recent years due to research in 
academics, public policy and in legal enforcement.  


Many economic models have been built to understand 
the interaction between taxpayer and tax authorities. 
The models developed in the literature are based on 
principal-agent framework with highly simplified 
assumptions that fail to understand the complex 
relationship between the two parties. Understanding 
taxpayer’s behavior, psychology, moral and social 
influences are critical elements in studying taxpayer 
compliance. Underestimating these factors has resulted 
in greatly overestimating non-compliance (Andreoni et. 
al., 1998). Taxpayer’s behavior may often appear to be 
“unethical,” selfish or irrational. Different taxpayers 
may behave differently under distinct circumstances and 
some taxpayers may behave differently inter-
temporally. However, taxpayers are not always driven 
by “unethical” traits but are constrained by “bounded 
rationality” and underestimate the consequences of non-
compliance (Alm and Torgler, 2011).  


In recent years, attempts have been made to develop 
game theory based models to depict .more realistic 
theoretical models, taking into account the repeated 
interactions between taxpayers and tax authority. 
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Considering the channels of interaction between 
taxpayer and tax authority through notices and 
telephonic conversations may provide a more realistic 
model formulation and precise estimation (Andreoni et. 
al., 1998; Hashimzade, 2013). These models have 
enabled the researchers to estimate both compliance and 
enforcement aspects simultaneously and address the 
problem of endogeneity in enforcement activities. 
However, on the empirical side, these models have 
broadly ignored some key aspects such as 100 percent 
document matching with third party data (Plumley, 
1996; Kleven et. al., 2011). Noncompliance rate and 
underreporting is high in cases self-reported income but 
in case of income reported by third parties the tax 
evasion rate is very low. Therefore, supplementing tax 
administration data with household level surveys and 
other governmental sources help in the detection of 
underreporting and improving voluntary compliance. 
Since data is collected for purposes other than for tax 
administration the households and businesses are 
perhaps more likely to report their correct income and 
income sources. The magnitude of underreporting for 
self-employed business was estimated to be nearly 25% 
using U.S. data comparing with tax administration data 
(Hurst et. al., 2014). Moreover, most of the models 
assume audits to be fixed rather being endogenous. 
Audit as an endogenous tool of enforcement has 
resulted in greater compliance among self-reported 
taxpayers in a household study based on Denmark 
(Kleven et. al., 2011).  


The prime motivation of our research paper comes from 
Erard and Ho (2001), who specifically look at the issue 
of nonfilers with less restrictive assumptions. The 
authors incorporate nonfiling strategies adopted by 
nonfilers in a standard neoclassical theoretical model. 
The theoretical model accounts for sequential steps 
involved in taxpayer’s decision making process that 
makes him decide whether to be compliant or 
noncompliant looking at the expected payoff from each 
decision point. Based on the theoretical model, the 
paper estimates a simultaneous equation model where 
simultaneity exists between the probability that a 
taxpayer will file a return and the likelihood of the 
taxpayer being located. The paper uses a 25 percent 
random sample of the IRS TCMP Phase III Survey, 
which has 54,000 individual income tax returns for the 
tax year 1988. This research identifies key behavioral, 
demographic and financial factors that influence 
taxpayer’s decision to file a tax return. A comparison 
between filers and nonfilers suggests that nonfilers have 
relatively fewer offsets and itemized deductions 
compared to the former. Unlike the income sources of 
the filers, a nonfilers’ income mostly comprises of 
business income and capital gain receipts. Moreover, 
the taxpayers who are close to the filing threshold seem 


to be deterrent to filing as the burden appears to 
outweigh the benefits.  


Deterrence in noncompliance accrues when a nonfiler is 
treated directly by the tax authority for noncompliance 
in the form of audit or imposition of penalties and 
interests in addition to the unpaid tax liabilities. This is 
also known as the “direct” effect. The direct effect of 
enforcement has positive effect on voluntary 
compliance in the subsequent years for the treated 
nonfiler. Additionally, a change in compliance behavior 
may be triggered if the general population becomes 
aware of a change in enforcement level by the tax 
authority. This may result in deterrence in 
noncompliance. This effect is termed as “indirect” or 
“induced” effect in the existing literature (Plumley, 
1996; Bloomquist, 2004). Plumley (1996) has shown 
that the deterrence effect of audits on taxpayers is 11 
times larger than the audits by themselves in his study 
involving data over a ten-year period. However, the 
estimation of “indirect” effect has been mainly confined 
to the tax audit literature. This concept has important 
economic and policy significance in the realm of the 
filing and payment compliance and the ASFR program.   


The aim of this research paper is not only to study the 
direct impact of ASFR on revenue collection and 
subsequent voluntary compliance but also to devise and 
estimate the indirect effect of this treatment on the 
general nonfiler population. In doing so, the paper 
improves and extends the analysis of previous 
researches in this area and contributes to the literature of 
taxpayer compliance by outlining a more realistic 
theoretical model considering imperfect information in 
principal-agent framework. The empirical estimation 
from this research paper uses comprehensive taxpayer 
data, which is a substantial improvement over the 
predecessors who have been largely deficient in their 
analysis due to limited data availability.  


Theoretical Model 


We develop a theoretical model following tax 
compliance models proposed by Allingham and Sandmo 
(1972), and Andreoni, Erard, Feinstein (1998) using an 
expected utility maximizing framework within a 
principal-agent model setting—the principal being the 
tax authority and the agent being the taxpayer. 


We assume that a representative (partly noncompliant) 
taxpayer who doesn’t file an income tax return 
(nonfiler) and with total income Y (some of which is 
unknown to IRS) has an amount θW of tax withheld 
from his “visible” income W (known to IRS). In the 
second step, only a certain portion of his income is 
reported on information returns (Yr) while he suppresses 
the residual component of his income Ys. However, the 
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IRS through its direct and indirect intervention comes to 
know a proportion α of suppressed income Ys. In the 
next step, if the nonfiler’s reported income satisfies the 
criteria of the ASFR program, they may be assigned to 
the ASFR treatment stream and the IRS may identify 
another portion of the undisclosed income. Based on 
this logical structure, we propose to formulate a 
nonfiler’s optimization problem and identify the 
instruments available to the IRS to promote taxpayer 
compliance. 


Mathematically, we can formulate this problem as 
follows: 


Let a nonfiler’s total income equal: 


 


Where:  


W = Income known to the IRS (on which tax is 
withheld);  


Ys = Income suppressed by the nonfiler; and  


Yr = Income reported for the nonfiler on – information 
returns. 


Assuming that α (0<α<1) proportion of suppressed 
income Ys is known to the IRS through its direct and 
indirect interventions,2 one can decompose his 
suppressed income level as Ys = αYs+ (1- α)Ys, which 
means 


where  


In other words,  


. This means the nonfiler’s 
income is completely transparent to the IRS. 


 This is a nonfiler who is 
suppressing all non-withheld income. Our presumption 
is that even then, the IRS can approximate the nonfiler’s 
true income and attempt to extract the rightful taxes due 
through successive efforts.  


Now, if p is the probability that a given nonfiler who 
has suppressed a part of his income is assigned to the 
ASFR treatment stream, then, one can reasonably 
assume that: 


                                            
2 Direct and indirect interventions include obtaining information about 
wages, income, interest, dividend, pension and social security 
incomes, etc. from direct and third-party reported sources. 


p = Probability that the given nonfiler is selected to be 
treated in ASFR, where p = p(ASFR) with p’ > 0. 


Due to ASFR intervention, the IRS may be able to get 
more information about the suppressed portion of the 
taxpayer’s income. Let the proportion of suppressed 
income from Ys as identified by ASFR be β, where  


  


This means at this stage that revelation of additional 
income through ASFR efforts is β(1-α)Ys  


Based on ASFR’s intervention, the implied tax liability 
of a taxpayer would now be: 


 


Here θ is the proportional tax rate, γ is the proportional 
penalty rate at the time of IRS assessment, ρ is the 
proportional penalty rate imposed by ASFR on the 
revealed portion of the suppressed income, T


1
 and T


2
 are 


flat rate penalties assessed by the IRS in the beginning 
while matching direct and third-party reported 
documents and ASFR, respectively. For simplicity, 
assume this is a one-period static model, where 
everything is taking place within the same period, there 
is no interest charge imposed on the taxpayer.   


θ(W+Yr) is the potential tax liability in the first stage on 
the withheld and revealed portion of the taxable income 
as reported for the nonfiler. 


(θ+γ)αY
s
 + T


1
 is the tax and penalty charged by the IRS 


on the identified part of the suppressed portion of the 
income in the second stage (beyond the withholding 
stage). 


(ρ+θ)β(1-α)Y
s
 + T


2
 is the tax and penalty charged by 


the ASFR treatment stream on the further identified part 
of the suppressed income in the third stage. 


Based on all this available information, a nonfiler’s 
optimization problem can be stated as: 


 


 


We assume T = T
1
 + T


2
. An underlying assumption is 


that the tax liability of the nonfiler is greater than their 
withheld amount. That is, 


s rY W Y Y= + +


(1 )s s rY W Y Y Yα α= + + − + ( ) with 0IRSα α α′= >


(1 )r s sY Y W Y Yα α= − − − −


 [ ] ( ) if 0r sMax Y Y W Y= − =


 [ ] 0 ( )r sMin Y Y Y W= ⇒ = −


( ) with >0 and 0< 1ASFRβ β β β′= <


1 2Implied Tax Liability = ( + ) ( ) ( ) (1 )r s sW Y Y T T Yθ θ γ α ρ θ β α+ + + + + + −


1 2. . . 


1


 ( )  ( ) • [ { ( + ) ( ) ( ) (1 ) }]


                   (1- ( )) • [ { ( + ) ( ) }]
                ( ) • [ { (1 (1 ))} { (1 )}]
    


s
r s sw r t Y


r s


s s


Max EU C p ASFR U Y W Y Y T T Y


p ASFR U Y W Y Y T
p ASFR U Y T Y Y Y


θ θ γ α ρ θ β α


θ θ γ α
θ α β α γα ρβ α


= − + + + + + + − +


− + + +


= − − − − − − − + − +


1               (1- ( )) • [ { (1 ) } ]s sp ASFR U Y T Y Y Yθ α γα− − − − −


1


Let { (1 (1 ))} { (1 )}
      { (1 ) }


s s


s s


A Y T Y Y Y
B Y T Y Y Y


θ α β α γα ρβ α
θ α γα


= − − − − − − − + −
= − − − − −
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E (Tax liability with penalties and interest) ≥ θW 


Also, for simplicity, assume that a nonfiler has a 
Constant Relative Risk Aversion (CRRA) utility 
function (Ljungqvist and Sargent, 2000)  


 


where 0<μ<1, and μ signifies risk aversion, with U’(C) 
> 0 and U”(C) < 0. 


Based on the choice of utility function, the first order 
conditions can be derived as: 


: 


The first order condition needs to be solved for Y
s
 given 


the values of ρ, θ, α, β, p, T
1
, T


2
 and Y. 


Y
s
 will be a non-linear equation expressed in terms of 


the exogenous parameters and the instruments under 
IRS-ASFR’s control, which can be solved  using 
numerical simulations.  


 


 can be written as: 


 


 


The above expression is true since all the elements 
within the parentheses are positive quantities by 
construction.  


In this model, there are two special cases, which deserve 
attention: 


1. A solution value of Ys = 0 suggests the IRS is 
in a position to set up parameter values that produce 100 
percent compliance. 


2. Ys = (Y-W) suggests the IRS has no income 
information beyond W; that is Yr = 0. This is a case of a 
nonfiler. The IRS has to work hard through several 
successive steps to obtain an estimate of Y and impose 
tax on the nonfiler.  


The objective of the IRS and ASFR may be viewed as: 


Min Ys = Ys (ρ, θ, α, β, p, T1, T2) subject to the resource 
constraints and based on available information on Y. A 
combination of the parameters ρ, θ, α, β, p, T


1
, T


2 and a 
realistic estimate of Y will minimize the value of Ys.  


Interestingly, this model captures the natural conflict of 
interests – while a taxpayer may be interested in 
maximizing his utility through choice of suitable value 
of Ys, the IRS would like to see a minimum, even a zero 
value of Ys, and thus would like to choose an 
appropriate combination of values of the parameters 
under its control. The present model formulation does 
not explicitly cover the process through which the IRS 
chooses the right combination of values of these 
parameters (i.e., how the IRS chooses Ys as a function 
of these parameters from the taxpayer’s reaction 
function as derived above). The final values of Ys and 
the underlying parameters, which may be interpreted as 
Nash equilibrium, will invariably be the result of a 
convergent sequence of interactions (provided it exists) 
between the two sides over time (once we introduce 
explicit and discrete time lags based on observed 
behavior). However, the IRS never operates with 
unlimited budget to choose any combination of values 
of the underlying parameters (including a predicted 
value of Y). So, more often than not, the model 
formulation from the IRS side must explicitly 
incorporate how over time the IRS manages to ease its 
budget constraint, besides undertaking certain necessary 
reforms to improve effectiveness of its systems and 
process.  


However, an achieved Nash equilibrium is still not a 
Pareto-optimal move. In order to achieve Pareto-
optimality or Nash bargaining equilibrium, the IRS and 
the taxpayer must be engaged in a ‘Coasian’ negotiation 
process (Coase, 1960; Milgrom and Roberts, 1992). 


The above stated theoretical model suggests the purpose 
of the ASFR program is to minimize Ys and thereby 
maximize tax revenue (or Dollars Collected) and then 
promote voluntary subsequent compliance in the 
successive years. The factors that minimize Ys help in 
identifying the taxpayer’s characteristics that maximize 
the expected revenue for the IRS based on this 
principal-agent framework.   


Now, suppose ASFR treatment is applied to n1 
taxpayers out of n, where n were eligible for ASFR 
treatment.3 In the first stage of the estimation process, 
we estimate the probability of a taxpayer’s case being 
selected for ASFR treatment (p). The probability can be 
estimated based on observable taxpayer characteristics. 


                                            
3 Since ASFR doesn’t have unlimited resources, it selects to work 
certain cases based on the observable characteristics of the taxpayer. 


1


(C)
1
CU


µ


µ


−


=
−


First Order Condition w.r.t. sY


( ) [{ (1 (1 )} { (1 )}] (1- ( )) [ (1 ) ] 0p ASFR A p ASFR Bµ µθ α β α γα ρβ α θ α γα− −• − − − − + − + • − − =


Let { (1 (1 )} { (1 )}
      (1 )


C
D


θ α β α γα ρβ α
θ α γα


= − − − − + −
= − −


Second Order Condition w.r.t. sY


1 2 1 2( ) A (1- ( )) 0p ASFR C p ASFR B Dµ µµ µ− − − −• • − • • <


1 2 1 2[ ( ) A (1- ( )) ] 0p ASFR C p ASFR B Dµ µµ µ− − − −⇒ − • • + • • <
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In the second stage,  given the probability that ASFR 
has worked the case, we estimate the  revenue collection 
over a period of the next three years4. We assume that 
the dollars collected over the next three years depends 
on ASFR treatment, the probability of being worked by 
the ASFR treatment stream, and other observable 
taxpayer characteristics beyond those captured in the 
probability measure. In other words, there are certain 
factors that affect revenue collection that do not affect 
the probability of being selected in ASFR, which are 
suitably introduced in this model specification.  


The variable signifying ASFR treatment captures the 
direct treatment effect of ASFR on revenue collection, 
whereas the probability measure estimates the indirect 
effect of ASFR. The indirect effect captures the 
additional productivity of the case due to the reason that 
it has been worked by ASFR. This measure provides an 
empirical evidence of ASFR’s additional effectiveness 
in collecting revenue by employing its collection 
instruments beyond its direct effects.  


Furthermore, we estimate the future voluntary 
compliance of taxpayers who have been through the 
ASFR treatment process earlier. We specifically 
estimate the voluntary compliance of these taxpayers 
two, three, and four tax years later.5 The factors 
affecting future voluntary compliance depend on a 
taxpayer’s past observable characteristics, previous 
treatment by ASFR, probability that the case was 
assigned earlier to ASFR, and whether the taxpayer self-
corrected before the next tax return was due. We argue 
that the taxpayer who self-corrected before the next tax 
return was due demonstrated greater willingness to be 
compliant and therefore needs to be controlled for 
suitably in the empirical model. Analogous to the earlier 
model, the indicator that ASFR worked this taxpayer’s 
case previously and the probability of being worked by 
ASFR earlier measures the direct and indirect effects of 
ASFR on taxpayer’s future voluntary compliance 
respectively.  


In the following sections, we explain in detail the 
delinquent process, explain the data sources and 
variables selected, and then estimate the empirical 
models.  


Summary of the IRS Return Delinquency Process 


                                            
4 Three years is selected based on the maximum time an ASFR case 
generally takes time to resolve under normal circumstances. 
5 The very next tax year may be too short of a period of time to 
measure voluntary compliance. Therefore we selected two tax years 
later. Also, the results for three tax years later are consistent with the 
two years later results.  


The IRS individual Return Delinquency process is 
illustrated in Figure 1. The process begins by 
identifying individual taxpayers who may be required to 
file but have not filed a tax return (e.g. Form 1040) by 
the Return Due Date.6 A primary method the IRS uses 
to identify these taxpayers is the individual Retrun 
Delinquency  case creation process. The case creation 
process is critical for identifying income and other 
information for these taxpayers, which is reported by 
third parties to the IRS on several types of information 
returns (e.g. Form W-2, Form 1099-R, etc.).7 Using this 
information alone will not identify all nonfilers, but it 
will identify those who have some sort of income that is 
reported to the IRS. We can refer to these as the known 
nonfilers. An example of an unknown nonfiler would be 
an individual who has only cash income that is not 
reported on information returns and therefore is not 
identified during the case creation process.  


After some additional compliance checks, a portion of 
these known nonfilers will be identified as required to 
file and will go into the Return Delinquency notice 
process. The nonfilers entering the notice process will 
receive up to two notices requesting them to file their 
tax return. During the notice process, a taxpayer has up 
to 14 weeks to respond. If a taxpayer does not respond 
to these notices, the case may then proceed to Taxpayer 
Delinquent Investigation (TDI) status.  


The types of treatment a nonfiler in a TDI status 
receives varies based on case characteristics. A TDI 
may be treated by various functions including the 
Automated Collection System or Call Site (ACS), a 
Revenue Officer from a Field Collection office (FC), 
the ASFR program, and/or others. The ASFR program 
is an important program to the IRS for enforcing filing 
compliance by determining and assessing a tax liability 
when the taxpayer has not come forward with a return.8 
Some TDI cases go directly to the ASFR inventory after 
the notice process  and some of the ASFR inventory is 
transferred to the ASFR function from other functions 
(e.g. ACS or FC) after unsuccessful attempts to secure 
or otherwise resolve the delinquent return, as long as the 
case meets specific ASFR eligibility criteria.9  


                                            
6 Internal Revenue Service. Internal Revenue Manual 5.19.2.1 (01-16-
2015) “What is the IMF Return Delinquency Program?” 
7 Internal Revenue Service. Internal Revenue Manual 5.19.2.4.1 (01-
16-2015) “IRP Income.” 
8 Taxpayers must file a return if they wish to demonstrate that their tax 
liability is different than the ASFR assessment.  Payments of assessed 
amounts can be made by the taxpayer, offset from refunds claimed by 
the taxpayer for other tax years, or generated from liens on the 
taxpayer’s assets or levies on the taxpayer’s income sources. 
9 Internal Revenue Service. Internal Revenue Manual 5.18.1.3.1 (12-
09-2014) “ASFR Criteria.” 
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Cases received by the ASFR program are prioritized by 
Refund Hold, Tax Year, and Net Tax Due.10 For 
purposes of our research, we are excluding Refund Hold 
cases worked by ASFR to focus on the discretionary 
TDI cases worked and available to be worked. Refund 
Hold cases must be worked within a designated amount 
of time and differ from non-Refund Hold because the 
service is holding a refund for that taxpayer from 
another tax return. The taxpayer will be notified that the 
Service is holding the refund, and that he must resolve 
all of his delinquent returns within the last five years 
prior to the current year before the IRS releases the 
refund. By holding the refund, the taxpayer, arguably, 
has different motivations to file the delinquent tax 
returns compared to the non-Refund Hold cases. 


The ASFR process begins with various compliance 
checks. If the taxpayer passes these checks, a 30-day 
letter (Letter 2566) will be systemically sent to the 
taxpayer giving him 30 days to respond. If there is not a 
sufficient response from the taxpayer to the 30-day 
letter, then ASFR generates a Statutory Notice of 
Deficiency (also known as the 90-day letter) sent by 
certified mail. If there is still not a sufficient response 
from the taxpayer after the 90-day letter is issued, then 
the ASFR process will systemically request a default 
assessment based on the proposed tax assessment. 


Figure 2 provides the number of cases started by ASFR, 
where a 30-day letter was issued, over the last seven 
fiscal years. Historically, ASFR has had more cases 
available to initiate than available resources to work 
them. As ASFR resources have declined over the years, 
fewer cases have been started. In FY 2008, over 1.2 
million cases were started by ASFR compared to only 
approximately 200,000 in FY 2014. The line on the 
figure represents the dollars collected to date for 
respective ASFR starts in that fiscal year. Since the 
cases started in FY 2008 have had more time to collect 
compared to cases worked in FY 2014, the decline in 
dollars collected to date is due to both the decline in the 
number of cases and the shorter time (so far) to collect. 
On cases ASFR started in FY 2008, the IRS has 
collected over $2.5 billion to date. The decline in cases 
worked also means fewer returns secured and lower 
dollar amounts collected on these delinquent returns. 


Research Design 


Available ASFR Inventory 


To develop our models, we identified a set of cases that 
would be available for ASFR to work. To begin, we 


                                            
10 Internal Revenue Service. Internal Revenue Manual 5.18.1.3.2 (06-
20-2012) “ASFR Prioritization.” 


identified individual delinquent tax returns for Tax 
Years 2007, 2008, and 2009 that eventually became a 
TDI.11 Using these tax years allows us to capture 
various changes from year to year, and enough time to 
evaluate the compliance behavior from TDI status in 
terms of dollars collected and subsequent filing 
compliance. Next, we identified the TDIs that met the 
ASFR criteria.  


Figure 3 provides the number of TDIs for the three 
years that met ASFR criteria and the types of treatments 
received, if any. Of the cases that met ASFR criteria, the 
percent of inventory being treated by ASFR declined 
from TY 2007 to TY 2009. As ASFR treats fewer cases, 
the percent of cases not treated or assigned to ACS 
and/or Field increased.  


For this paper, we analyzed the TDIs that met ASFR 
criteria and were available for ASFR to work. TDIs 
available for ASFR to work were identified as those not 
assigned to ACS or Field functions. This left us with a 
set of TDIs available for ASFR that were either treated 
by ASFR, given no treatment, or assigned to the 
Queue.12 Figure 4 provides the percentage of the 
available TDIs that fall into each of these three 
categories for Tax Years 2007 – 2009. TDIs treated by 
ASFR accounted for 47 percent of the TDIs available 
for ASFR over these three tax years. 


We used several IRS databases to identify the TDIs 
available for ASFR to work.13 All results in this paper 
are based on a 10 percent random sample.14 


Dependent Variables 


This research focuses on compliance behavior in terms 
of both payment and filing compliance.  
                                            
11 ASFR inventory includes different types of cases that are classified 
into distinct priority categories based on their observable 
characteristics. Each year a stratified sample representing each priority 
category  is selected to be worked from this inventory. Furthermore, 
the ASFR resources have varied widely across years and thus there 
has been a large variation in the types of cases selected in the ASFR 
program each year. We use this randomized representation of ASFR 
inventory to identify ASFR treatment effects.     
12 While these TDI Cases are not assigned randomly,  the only factors 
that influence the likelihood of a case being worked in the ASFR 
process is a narrow set of case characteristics and available resources. 
Available resources have varied widely across the years included in 
this study and are  unrelated to taxpayer behavior. 
13 Data was gathered from Individual Case Creation Nonfiler 
Identification Process, Individual Master File Status and Transaction 
history, and Individual Return Transaction File databases stored on the 
IRS Compliance Data Warehouse. 
14 The ASFR starts in our modeling population that had been 
previously assigned to other treatment streams, namely Automated 
Collection System (ACS) and/or Collection Field Function (CFf) 
accounted for 26 percent. These are indirect assignments to ASFR. 
This characteristic is suitably controlled in the empirical model. 
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1. Dollars Collected. We modeled the dollars 
collected related to the delinquent return. We 
aggregated, to the case level, the dollars collected over 
the three years following TDI status. This provided a 
consistent time frame for everyone in our research 
design. 


2. Subsequent Filing Compliance. We define 
subsequent voluntary filing compliance as a 
dichotomous outcome. We assigned a “1” if the 
taxpayer voluntarily filed a subsequent return and a “0” 
if not. A voluntarily filed return is defined as one filed 
by the return’s due date (e.g. April 15), or by the 
requested extension date, without any subsequent 
delinquent return treatments. To be consistent across all 
cases in our study, we noted whether the taxpayer 
voluntarily filed the tax return associated with tax 
periods two, three, or four tax years following the 
delinquent return tax period. For example, for a 
taxpayer with a TY 2007 delinquent return in our study, 
we identified if they voluntarily filed a TY 2009, TY 
2010, or TY 2011 returns.15  


For dollars collected, 28 percent of the TDIs treated by 
ASFR made a payment within three years of becoming 
a TDI. On average, $1,454 dollars was collected per 
case treated by ASFR. Cases without treatment or 
assigned to the Queue had a lower percentage of 
taxpayers with a payment and on average fewer dollars 
collected compared to cases treated by ASFR. The table 
below provides a summary of the dollars collected on 
the TDIs available for ASFR to work for Tax Years 
2007 – 2009. 


For subsequent compliance, we chose to look at the 
second to the fourth years following the delinquent 
return. This time frame was chosen based on the amount 
of time it takes the IRS to identify a delinquent return 
and go through the delinquent return process before 
becoming a TDI. Take, for example, a TY 2007 return 
with a return due date of April 15, 2008, for which the 
taxpayer filed for an extension to October 15, 2008. 
During this time, the IRS received information returns 
from third parties providing income and other 
information about taxpayers. Once any granted 
extensions have passed, the IRS begins the case creation 
process of identifying delinquent returns that appear 
required to file based on income reported on those 
information returns. From this process, the IRS can 
identify a set of potential nonfilers and select cases to 
put into the delinquent return notice process. Recall, this 
notice process can take approximately 14 weeks if the 


                                            
15 We did not control for taxpayers not having a filing requirement in 
the  subsequent voluntary filing compliance models. Taxpayers may 
have had economic circumstances removing their filing requirement,. 


taxpayer does not respond. After that, a portion of these 
cases will then become  TDIs. For a delinquent TY 
2007 return, in general, the notice process was ongoing 
at the time the TY 2008 return was due. Therefore, we 
structured our study to look at the next TY return due, 
which was TY 2009, to allow time for the delinquent 
return process to begin. In addition, we wanted to look 
at the taxpayer’s filing compliance for the subsequent 
two years:  TY 2010 and TY 2011. 


When analyzing compliance, a taxpayer’s past 
compliance behavior can be a good predictor of his 
future compliance behavior. Therefore, we looked at 
how many of the taxpayers in our study had later filed 
their delinquent return prior to the due date of 
subsequent tax returns. Of the available TDIs not treated 
by ASFR, a portion eventually filed their return without 
any treatment. The table below provides the percentage 
of cases that filed the delinquent return prior to the 
second, third or fourth subsequent tax years. For 
example, of the cases with no treatment, at least 20 
percent had filed their delinquent return prior to the due 
date of the third and fourth subsequent tax years. 


Next, we identified subsequent voluntary filing 
compliance using the same groups identified in Table 2. 
Table 3 provides the percentage within each group that 
voluntarily filed a subsequent return. We found that 
taxpayers who eventually filed their delinquent return 
for the TDI before the due date of the subsequent return 
had a higher rate of voluntary subsequent filing 
compliance compared to taxpayers treated by ASFR or 
taxpayers not filing their delinquent return. Of the cases 
ASFR treated, 39 percent voluntarily filed a subsequent 
tax return four years after the tax year of the TDI. 


Independent Variables 


Independent variables for our models included a dummy 
and other controls for ASFR treatment, and a variety of 
explanatory variables about the taxpayer and delinquent 
return gathered at the time the delinquent return case 
was created. To create a nonfiler case, the IRS identifies 
income and payments from various types of information 
returns, plus information reported and compliance 
characteristics on prior tax returns, and then computes a 
potential balance due.16  


For modeling both dollars collected and subsequent 
compliance, we used the dummy for ASFR treatment to 
capture the average direct effect. To identify indirect 
effects, we created an instrumental variable to control 
for the probability the case is worked by ASFR. The 


                                            
16 The potential tax liability is based on the assumption that the 
taxpayer is single with no itemized deductions, adjustments, or credits. 
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instrumental variable was developed using a probit 
regression with the dependent variable being ASFR 
treatment. We used tax year as the instrument. 


We also included in all the models a variable to control 
for the number of cycles from TDI status to ASFR 
treatment.  


Empirical Model 


We estimate three sets of regressions to assess the 
impact of ASFR on dollars collected and subsequent 
filing compliance. First, we estimate the probability of 
ASFR working a case from available ASFR inventory. 
Second, we estimate the dollars collected within the 
next three years following TDI status using a linear 
specification and a Tobit specification.  


We then estimate a third set of regressions to assess the 
impact of ASFR on voluntary subsequent filing 
compliance two, three, and four years after the 
delinquent tax year of the TDI.  


Model: Probability of ASFR Selection  


Since the cases were not assigned to the groups 
randomly, the first regression provides an estimate of 
the probability that a case is selected for ASFR 
treatment using case characteristics and proxies for 
ASFR resources/level of treatment. The specification of 
the regression is as follows: 


Model 1: P(ASFR=1 )i =Ф(Xim βm)  


In Model 1,  the probability of ASFR working a case i is 
estimated as a function of a set of m exogenous 
variables, including a taxpayer’s observable 
characteristics obtained from the case creation process, 
represented as Xim. The observable characteristics 
include various income and income sources of the 
taxpayer,  past tax compliance behavior, and the nature 
of the taxpayer (federal employee, small business etc.) 
etc. In addition, there are dummies for the tax year of 
the TDI to serve as proxies for ASFR resources/level of 
treatment. Recall, this paper looks over multiple tax 
years, and during the time these tax years were available 
to treat the resources and levels of ASFR treatment 
changed as shown in Figure 2. As mentioned in the 
literature review, prior research has explored changes in 
compliance behavior as a result of changes in 
enforcement levels by the tax authority (Plumley, 1996; 
Bloomquist, 2004). By computing the probability of 
ASFR working a case, regardless of treatment, we are 
capturing the indirect effect of changes in ASFR’s level 
of enforcement and how that impacts a taxpayer’s 
subsequent compliance behavior perhaps based on the 


taxpayer’s perception of potential ASFR treatment.17  
For example, as a result of the probability or likelihood 
of ASFR treating a taxpayer who hasn’t filed their 
return declines does the taxpayer’s future compliance 
behavior also decline?   


The β coefficients estimate the impact of changes in X 
on the probability. We obtain these predicted 
probabilities using a probit regression.  


Model: Dollars Collected 


We estimate two specifications for the dollars collected. 
The first, a linear model of dollars collected, is:  


Model 2A:  Yi = β1ASFRi + β2P(ASFR)i+ Xikβk + ei 


Yi indicates dollars collected within three years of TDI 
status for case i, ASFR is an indicator for ASFR 
treatment,  and P(ASFR) is the predicted probability 
from Model 1. Xik  is a vector of  an additional k 
observable taxpayer characteristics over and above the 
characteristics captured by Xim. The model is estimated 
using Ordinary Least Square (OLS) regression. We 
tested for heteroscedasticity using White’s 
Heteroscedasticity test (White, 1980) and used 
Heteroscedasticity Consistent Covariance Matrix to 
correct the standard errors. Since this is an OLS 
equation and the dependent variable is dollars collected, 
β1 and β2 capture the marginal direct and indirect effects 
of ASFR treatment on dollars collected from delinquent 
returns in the available inventory.18  


As shown in Table 1, there are a number of cases in our 
sample for which the IRS has not received any 
payments from the delinquent taxpayer once they are in 
TDI status. This results in left censoring of the payment 
variable at zero dollars collected. In such a situation, the 
OLS estimates are inconsistent, the slope is biased 
upward, and the intercept is biased downward. A Tobit 
estimate using maximum likelihood estimation is 
consistent (Amemiya, 1973). Hence, we estimate 
another variant of Model 2A below using a Tobit 
regression: 


Model 2B:  Yi = β1ASFRi + β2P(ASFR)i + Xikβk + ei 


                                            
17 Our model assumes taxpayers do not update their expectation of the 
probability they are selected as new tax years come due, especially 
when the taxpayer has not yet been selected.   
18 We have controlled for the characteristics used for case selection. 
We assume there are no other idiosyncratic factors associated with the 
taxpayer that influnce the likelihood of selection. Thus, the random 
component in the selection process is not related to the error in Model 
2 or Model 3.  If the random component in the selection process and 
the errors were in fact correlated with taxpayer behavior, we would 
need to use the probablity of treatment as an instrumental variable for 
the direct treatment effect.   
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Where Yi is a latent variable: Yi*=0 if Yi ≤ 0 and 
Yi*=Yi if Yi>0. We use the same exogenous variables 
as specified in Model 2A. The parameters βi reflect the 
marginal impacts of each variable on the latent variable, 
Yi*. The marginal impact on dollars collected is given 
by: 
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Where xi is a specific element of the set [ASFRi, 
P(ASFR)i , Xik], Ф() is the normal distribution function 
and σU is the scale parameter. 


Model: Subsequent Filing Compliance 


The third set of regression models estimate the impact 
of both direct and indirect effects of ASFR on 
subsequent voluntary filing compliance for ASFR 
inventory in subsequent years. We model subsequent 
voluntary filing compliance for tax period t+j  as: 


Model 3:  P( Filet+j)i=F(α1ASFRi+ α2P(ASFR)i+ Xijαj 


). 


The variable Filet+j  represents whether the taxpayer 
timely filed their t+j  tax return, Xij represents case 
characteristics at time that return is due, and F() is a 
logistic probability distribution function.19 Model 3 
provides estimates of ASFR direct and indirect effects 
on subsequent compliance j tax years after a delinquent 
return. In our case, j =2,3, and 4.20 We estimate separate 
models for each j. This model is estimated using a 
logistic regression. Since the parameter estimates 
obtained from a logistic regression are obtained in the 
form of log-odds ratio, we compute marginal effects of 
ASFR treatment and the probability of ASFR working a 
delinquent case on subsequent compliance. These 
marginal effects are important in testing our hypothesis 
that ASFR treatment has both direct and indirect effects 
on subsequent voluntary filing compliance.   


Results  


In this section we report our regression results of ASFR 
treatment on dollars collected and on subsequent 
voluntary filing compliance. Our sample consists of 
                                            
19 There is potential for future related research in subsequent voluntary 
filing compliance to control for taxpayers having  a filing requirement 
based on the information reported for the taxpayer. Our definition of 
subsequent voluntary filing compliance does not account for when a 
taxpayer is not required to file subsequent tax years. 
20 We do not select j=1 due to the lag in the ASFR treatment and the 
impact of ASFR treatment on subsequent compliance.  


cases that satisfy the requirements of ASFR treatment 
and were available for ASFR to treat. However, due to 
resource constraints and prioritization within ASFR, 
only a portion of those identified cases are worked in 
ASFR.21 In the first step, we estimate the probability of 
ASFR working a case from its available inventory. The 
probability is estimated based on available observable 
characteristics of the taxpayer. The results are reported 
in the appendix22.  


Table 4 reports the regression results for the dollars 
collected model for specifications 2A and 2B. The 
dependent variable for these regressions is defined as 
the net dollars and offsets23 collected on a module for 
the three years starting when the delinquent return 
enters TDI status. The direct impact of ASFR treatment 
on dollars collected is captured by the indicator that the 
module has been worked by ASFR. The coefficient 
from the OLS24 model and the marginal effect from 
Tobit models suggest that a case treated by ASFR, on 
average yields $672 and $1640 more, respectively, than 
a module that is not treated by ASFR, while keeping 
other factors fixed.25 Recall the coefficient on 
probability of ASFR working a module captures the 
indirect effects of ASFR. In this case, the coefficient 
suggests that treating an additional case in ASFR 
provides an indirect increase in dollars collected for the 
OLS and Tobit model of $194 and $1187 respectively26, 
all else equal. These two coefficients provide an 
estimate of both direct and indirect effects of ASFR 
working a module based on the representative sample 
we have used to estimate our models. For dollars 
collected, the direct effect of ASFR is larger than the 
indirect effects. Also the Tobit estimates are much 
larger than the OLS estimates. These marginal effects 
will be explored later via a simulation of working 
additional cases for Tax Year 2009.  


The estimated parameter for the number of cycles to the 
30-day letter (the start of the ASFR process) is negative 


                                            
21 While there is some prioritization within ASFR, the only factors that 
influence the likelihood of a case being worked in the ASFR process 
is a narrow set of case characteristics and available resources. 
Available resources have varied widely across the years included in 
this study and are unrelated to taxpayer behavior. 
22 We consider Fiscal Year dummies instead of Tax Year dummies as 
instruments in this regression, but the results are insensitive to this 
choice.  
23 The net dollars and offsets includes any applied payments and 
offsets minus any reversed payments or offsets; such as misapplied 
payments, bad checks, etc. 
24 OLS estimates are marginal effects.  
25 We provide both OLS and Tobit model results to show the effect of 
when you do or do not control for the censoring. 
26 The indirect effect for a specific case is β2*1/N. Since the indirect 
effect impacts all cases, the aggregate indirect effect of an additional 
case is β2 
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and significant in both models. One interpretation of 
this may be that the sooner the ASFR process is started 
after TDI status, the greater the amount of unpaid tax 
collected within the three year time frame. Thus, 
starting the ASFR process early will result in more 
dollars collected. While it seems intuitive that this 
would be the case, it may not be the appropriate 
conclusion with the model as specified. Due to data 
limitations, we cannot track all ASFR cases for a 
consistent amount of time between the ASFR case 
closing and any unpaid tax being assessed. Thus, cases 
that are started later have a shorter window of time for 
us to observe payments following ASFR treatment. The 
“cycle to 30 day letter” measure is controlling for the 
varied amount of time following treatment to observe 
payments on each case worked by ASFR. The other 
control variables in the regression are significant. They 
are reported in the appendix.   


The individual t-statistics of each parameter estimate of 
these regressions are significant at a 5 percent or lower 
level of significance in a two-tailed t-test. The overall F 
statistics of the OLS and Log-likelihood ratio for the 
Tobit models are found to be significant. For the OLS 
specification, we perform the White test of 
heteroscedasticity on the residuals obtained from this 
regression. We reject the null hypothesis of 
homoscedasticity and correct the standard errors of the 
estimates using heteroscedasticity consistent standard 
errors (White, 1980). This correction results in 
consistent and efficient parameter estimates. We report 
the heteroscedasticity consistent standard errors in our 
results.  


The next aspect of this paper is to look at subsequent 
compliance two, three and four tax years after the ASFR 
treatment. The main objective is to estimate the impact 
of the  ASFR treatment, both directly and indirectly, on 
subsequent voluntary filing compliance. The estimates 
obtained from the three logistic regressions are 
expressed in terms of log-odds ratio, which are not very 
intuitive for interpretation purposes. Therefore we 
estimate marginal effects at the sample means for 
interpretational convenience. The results are reported in 
Table 5. 


Based on the estimates reported in Table 5, the direct 
impact of the ASFR treatment on  voluntarily filing a 
return two, three, and four tax years after ASFR 
treatment is positive. The likelihood of filing increases 
by 9, 6, and 4 percentage points respectively, keeping 
other variables fixed. This direct effect appears to be 
decreasing over time, which seems reasonable. The 
indirect effects are also positive but larger than the 
direct effects: 11 percent, 21 percent and 27 percent 
respectively for this period. This is consistent with the 


hypothesis that the indirect effect is stronger than the 
direct effect and has lasting effect over the subsequent 
years. The marginal impact of “cycle to 30 days” 
declines over time.  


The indicator for self-correction is defined as the 
taxpayer who voluntarily filed his tax return after ASFR 
treatment but before the next tax return was due. It is a 
measure that captures the “willingness”  of the taxpayer 
to be compliant post ASFR treatment. We find a 
positive and significant impact on future voluntary 
filing compliance. The marginal impact is found to be 
strong and  ranges from 24 percent to 35 percent during 
the period of two to four years. The impact of other 
control variables on subsequent voluntary filing 
compliance is reported in the appendix. 


Simulation 


It seems intuitive that working more ASFR cases will 
result in increased tax revenue and more voluntarily 
filed returns. Both results come from the direct impact 
of IRS enforcing filing requirements, and indirect 
effects of the level of enforcement. We use our 
estimated models of payment and subsequent filing to 
simulate the impacts of working more of the available 
nonfiler cases in ASFR. 


Using the Tax Year 2009 cases in our study, we 
estimate the increase in dollars collected and the 
increase in returns subsequently filed voluntarily in the 
simulated counterfactual scenario of ASFR working an 
additional 100,000 cases from the available inventory. 
To create our counterfactual data (i.e. ASFR working 
100,000 more cases), we replicate the Tax Year 2009 
data and randomly designate 100,000 of the unworked 
cases as being treated by ASFR.27 We assume that the 
initial ASFR letter was issued immediately; thus the 
number of cycles to 30-day letter would remain as zero. 
In order to include the indirect effects, P(ASFR) in the 
subsequent filing model is increased to reflect the 
increase in the proportion of available inventory 
worked. Working 100,000 more cases for Tax Year 
2009 would increase the proportion of available 
inventory worked by 0.13. Thus, 13 is added to the 
P(ASFR) for each of the cases in the counterfactual 
scenario but it is constrained to be no more than one.28 


                                            
27 We selected a random sample of unworked cases to be conservative 
in our estimates compared to using the ASFR prioritization criteria to 
select the next 100,000 unworked cases. 
28 No case had a probability high enough to invoke the constraint. 
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Let  


E(Pai) be the predicted dollars collected for taxpayer i 
based on the actual data; 


E(Pci) be the predicted dollars collected for taxpayer i 
based on the counterfactual data; 


P(Rai) be the predicted probability of filing a return for 
2011 based on the actual data; and 


P(Rci) be the predicted probability of filing a return for 
2011 based on the counterfactual data. 


For the OLS model of payments the expected payments 
is calculate as 


𝐸𝐸(𝑃𝑃) = 𝑋𝑋𝛽̂𝛽. 


For the Tobit model of payments the expected payments 
is calculated as  


𝐸𝐸(𝑃𝑃) = (𝑋𝑋𝛽̂𝛽 + 𝜎𝜎𝜆𝜆)Φ �𝑋𝑋𝛽𝛽
�


𝜎𝜎
�. 


Then, the estimated increase in payments that would be 


Increase in payments = ))()((∑
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The increase in returns subsequently filed would be 


Increase in returns = ))()(( ai
i


ci RPRP −∑
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The results of the simulated increase in enforcement are 
reported in Table 6. These estimates are to some degree 
conservative because we do not estimate with our 
analysis the indirect effects on the cases that were never 
in a post notice delinquent return status. It is reasonable 
to expect that increased enforcement might increase the 
cases responding to delinquent return notices or may 
choose to file their return timely. That impact is beyond 
the scope of this paper. Also, we are assuming that the 
additional cases are being selected randomly. To a 
degree, the IRS can prioritize the “best” case to select; 
therefore, the increases in dollars and/or returns would 
be somewhat larger. 


Based on data reported in internal CFO cost accounting, 
the cost per case closed varied between $53 and $80 per 
case for FY 2009 to FY 201329. Using the $80 as an 
estimated cost per case, revenue collected relative to the 
cost would be just under 15:1 using the linear model 


                                            
29 Since ASFR is an automated system, the cost per working an ASFR 
case remains fairly stable for direct ASFR assignments.  


estimate and  just over 40:1 using the Tobit model 
estimate. In addition, every $110 spent on the ASFR 
program results in an additional voluntarily filed return 
($80/(.19+.25+.29)), based on our model estimates. 


Conclusions and Direction for Further Research 


In this paper, we develop a model of taxpayer payments 
of unpaid taxes associated with  delinquent returns and 
the subsequent decision to file future tax returns timely. 
We focus specifically on the impact of IRS enforcement 
via the ASFR process. Our model provides estimates of 
both the direct effects of the IRS enforcement and the 
indirect effects of that enforcement.  


Our estimates suggest significant direct and indirect 
impacts of enforcing filing compliance via the ASFR 
process, for both payment and subsequent filing 
compliance. The indirect effects are somewhat smaller 
than the direct effects for payment of taxes on 
delinquent returns. However, the indirect effects on 
subsequent filing compliance are large relative to the 
direct effects. In addition, the relative magnitude of the 
estimates is similar to effects reported in other studies of 
an audit’s effect on reporting compliance. While we do 
not examine data around cost of an ASFR case, cost 
estimates from other studies compared to our model 
estimates suggest that the return on investment is 
relatively high. 


Based on our estimates, it is clear that, given the 
downward trend in the number of ASFR cases worked, 
there has been and will be significant declines in 
enforcement revenue from the ASFR program, and 
decreases in the number of returns voluntarily filed. 
Clearly, the IRS is devoting fewer resources to the 
ASFR program. Some of this decline may be the result 
of shifting resources to other programs that may be 
more productive or important, and thus would actually 
result in overall improvement in accomplishing the 
goals of tax administration. However, it is likely that 
much of the decline is the result of the IRS response to 
decreasing real budgets and increasing responsibilities. 
It may well be that the decreases in the ASFR starts 
were part of an optimal strategy to absorb the budget 
shocks. Our estimates suggest the ASFR resource 
reductions result in both significant decreases in 
enforcement revenue, and reduced voluntary filing 
compliance. 


This paper is a first attempt to estimate the impacts of 
nonfiling enforcement on the gross and net tax gap. 
With more years and a broader set of data, this study 
could be enhanced in many ways. We make some fairly 
restrictive assumptions about how taxpayers form their 
expectations of the “likelihood” that IRS will start an 
ASFR case. Our model assumes taxpayers do not update 
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their expectation of the probability they are selected as 
new tax years come due, especially when the taxpayer 
has not yet been selected. Our research could be 
extended to consider all the nonfiler treatment streams 
and impact on all taxpayers, including those who have 
always filed timely or at least have always resolved in 
the notice process. This would, however, dramatically 
increase scope and complexity of the analysis.  
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Figure 1. IRS Return Delinquency Process 
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Figure 2. ASFR Starts (30-day letters issued) During Fiscal Years 2008-2014 
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Figure 3. Treatments and Assignments of Taxpayer Delinquent Investigations Meeting 
ASFR Criteria, Tax Years 2007-2009 


 


Figure 4. Taxpayer Delinquent Investigations Meeting ASFR Criteria and Available for 
ASFR to Work, Tax years 2007 - 2009 


 







  17 


Table 1. Dollars Collected Within Three Years from TDI status 
on TDIs Available for ASFR (Tax Years 2007 – 2009) 


Type of Treatment  Percent with 
a Payment 


Average 
Dollars 


Collected 
(all cases) 


Cases with a Payment 


25th 
Percentile 


Dollars 
Collected  


50th 
Percentile 


Dollars 
Collected 


75th 
Percentile 


Dollars 
Collected 


ASFR Treatment 28% $1,454 $805 $2,147 $4,914 
No Treatment 19% $804 $723 $1,975 $4,150 
Queue Assignment 6% $384 $491 $1,557 $4,996 
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and 
Individual Case Creation as of February 2015 (cycle 201508)  
Note that cases were not randomly assigned to these three treatments, so the differences cannot be 
attributed solely to the treatments. 


Table 2. Return Filed after TDI status on TDIs Available for ASFR Not 
Treated (Tax Years 2007 – 2009) 


Type of Treatments for TDI  
Before Due Date  


of Subsequent Return 


 Percent of Cases That Filed Return on TDI 
Before Due Date of Subsequent Return 


Two  
Tax Years 
After TDI 


Three  
Tax Years  
After TDI 


Four  
Tax Years  
After TDI 


No Treatment 10% 20% 23% 
Queue Assignment 4% 7% 8% 
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual Case 
Creation as of February 2015 (cycle 201508)  
Note that cases were not randomly assigned to these three treatments, so the differences cannot be attributed solely to the 
treatments. 


 Table 3. Subsequent Voluntary Filing Compliance on TDIs Available for ASFR 
(Tax Years 2007 – 2009) 


Type of Treatments for TDI  
Before Due Date  


of Subsequent Return 


Filed Return  
of the TDI 


before due date 
of Subsequent 


Return 


Percent of Cases That Voluntarily Filed a 
Subsequent Return 


Two  
Tax Years 
After TDI 


Three  
Tax Years  
After TDI 


Four  
Tax Years  
After TDI 


ASFR Treatment  No 33% 38% 39% 


No Treatment  
No 37% 42% 42% 
Yes 71% 69% 61% 


Queue Assignment 
No 22% 25% 26% 
Yes 65% 63% 56% 


Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual Case Creation as of February 
2015 (cycle 201508)  
Note that cases were not randomly assigned to these three treatments, so the differences cannot be attributed solely to the treatments. 


 Table 4. Models 2A & 2B- Expected Dollars Collected Three Years from TDI Assignment  
Dependent variable: Dollars Collected Three 


Years from TDI assignment  
Model 2A: 


OLS Model 2B:  Tobit 
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Explanatory Variables Estimates Estimates Marginal Effect 


Indicator of ASFR Treatment 
(ASFR) 


$672.44 $11,385.00 $1,639.59 
        (14.60)***  (182.15)***  


Predicted Probability of ASFR Working a Case 
(P(ASFR)) 


$193.92 $8,241.28 $1,186.86 
        (37.32)***       (340.38)***  


Number of Cycles to ASFR Treatment  
(30-day letter issued) 


-$6.55 
        (0.24)*** 


-$103.76 
       (3.26)*** -$14.94 


Source: Internal Revenue Service Individual Master File Status and Transaction History, and Case Creation Nonfiler 
Identification Process. Data extracted  February 2015. 
Notes: Not all explanatory variables shown. See Appendix.  
N = 277,314 
*p<0.1; **p<0.05; ***p<0.01; Standard errors reported in parentheses; the standard errors for the OLS model are 
Heteroscedasticity Consistent Standard Errors. Marginal Effects are calculated at the sample means. 


Table 5. Model 3 - Voluntarily Filing a Return Two, Three and Four Years from TDI 
Assignment   


Dependent variable: Taxpayer 
voluntarily filed a tax return 


‘j’ tax years later; j=2,3 and 4 


Two Tax 
Years After 


Three Tax 
Years After 


Four Tax 
Years After 


Explanatory Variables Coefficients Marginal 
Effects Coefficients Marginal 


Effects Coefficients Marginal 
Effects 


Indicator of ASFR Treatment 
0.42 0.09 0.25 0.06 0.18 0.04 


(0.02)***  (0.01)***  (0.01)***  


Predicted Probability of ASFR 
Working a Case 


0.51 0.11 0.89 0.21 1.14 0.27 


 (0.02)***  (0.03)***  (0.03)***  
Number of Cycles to ASFR 
Treatment (30-day letter 
issued) 


-0.01 -0.002 -0.004 -0.001 -0.003 -0.0006 


(0.001)***  (0.0003)***  (0.0002)***  
Self-correction: Taxpayer filed 
return on TDI prior to due date 
of tax return j 


1.55 0.35 1.32 0.31 1.01 0.24 


 (0.02)***   (0.02)***   (0.02)***  


Source: Internal Revenue Service Individual Master File Status and Transaction History, and Case Creation Nonfiler 
Identification Process. Data extracted  February 2015. 
Notes: Not all explanatory variables shown. See Appendix.  
*p<0.1; **p<0.05; ***p<0.01; Marginal Effects are calculated at the sample means. 


Table 6. Simulated Total Impact of Working 100,000 More ASFR Cases for Tax Year 2009 
Model Total Increase Increase Per ASFR  


Case Started 


Increase in Payments (Linear Model)  $118,077,994   $1,181  


Increase in Payments (Tobit Model)  $326,192,842   $3,262  


Increase in Voluntarily Filed Returns in 2011 19,469  0.19  


Increase in Voluntarily Filed Returns in 2012 24,563  0.25  


Increase in Voluntarily Filed Returns in 2013 29,166  0.29  
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Appendix 


Complete Model Results 


 


Table A1. Probability of ASFR Working a Case, Probit Model 
Explanatory Variables* Parameter 


Estimate 
Standard 


Error 
Wald 


Statistic P-value 


Intercept -0.955 0.024 1546.944 <.0001 


Log of wages reported in Form W-2 0.006 0.001 55.396 <.0001 


Log of Non-Employment Compensation reported on 
Form 1099-MISC 0.020 0.001 451.147 <.0001 


Log of the balance due calculated for a potential 
Substitute for Return (SFR) return.** 0.051 0.003 336.260 <.0001 


Indicator = 1 if the delinquent return is for Tax Year 
2007 0.796 0.007 14731.298 <.0001 


Indicator = 1 if the delinquent return is for Tax Year 
2008 0.750 0.006 13439.036 <.0001 


n=277,314     
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual 
Case Creation as of February 2015 (cycle 201508) 
*Some explanatory variables have been suppressed. 
** To SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit (AEIC), 
computed tax on premature distributions and Self Employment (SE) tax, less the sum of current year credit 
balance, excess FICA and withholding. It is set to zero if the result is a negative. 
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Table A2. Predicted Dollars Collected, OLS Regression 


Explanatory Variables 
Parameter 
Estimate 


Std. 
Error t Value P-value 


Heteroscedasticity 
Consistent Statistics 


Tolerance 
Variance 
Inflation 


Std. 
Error t Value Pr > |t| 


Intercept -8759.950 156.695 -55.900 <.0001 534.600 -16.39 <.0001  0 
Indicator = 1 if ASFR Treated the 
case within 3 years of TDI 
Assignment 


841.834 51.601 16.310 <.0001 48.776 17.26 <.0001 0.39823 2.51114 


Probability of ASFR Working the 
case 331.310 94.200 3.520 0.0004 120.122 2.76 0.0058 0.7405 1.35044 


For ASFR treated cases, this is the 
number of weeks from TDI 
Assignment to ASFR 30-day letter; 
else = 0 


-8.589 0.903 -9.520 <.0001 0.875 -9.82 <.0001 0.43236 2.31287 


Indicator = 1 if the taxpayer filed for 
an extension along with a payment. 1792.805 102.999 17.410 <.0001 302.685 5.92 <.0001 0.96361 1.03776 


Indicator = 1 if Federal Employee 293.454 70.985 4.130 <.0001 50.888 5.77 <.0001 0.89953 1.11169 
Indicator = 1 if the taxpayer had either 
Interest reported on Form 1099-INT 
or dividends reported on Form 1099-
DIV 


525.954 41.646 12.630 <.0001 29.672 17.73 <.0001 0.66814 1.49669 


Indicator = 1 if the taxpayer had 
Pensions or Annuity benefits reported 
on Form 1099-R 


-226.482 40.306 -5.620 <.0001 40.841 -5.55 <.0001 0.7708 1.29736 


Indicator = 1 if the taxpayer had 
unemployment benefits reported on 
Form 1099-G 


-173.513 71.438 -2.430 0.0151 25.913 -6.7 <.0001 0.94645 1.05658 


Indicator = 1 if the taxpayer had any 
withholding reported on information 
returns received by the IRS. 


330.025 55.980 5.900 <.0001 74.708 4.42 <.0001 0.38716 2.58291 


Indicator = 1 if the taxpayer reported 
a Married Filing Joint Filing Status on 
their prior year return. 


250.959 44.370 5.660 <.0001 62.702 4 <.0001 0.86498 1.1561 


Indicator = 1 if the taxpayer had a 
filing requirement code of not 
required to file therefore indicating no 
tax form package be mailed to the 
taxpayer. 


-276.580 43.919 -6.300 <.0001 33.924 -8.15 <.0001 0.83508 1.19749 


Log of the balance due calculated for 
a potential Substitute for Return 
(SFR) return.* 


962.347 18.423 52.240 <.0001 62.981 15.28 <.0001 0.76381 1.30923 


Log of wages reported in Form W-2 21.747 5.115 4.250 <.0001 7.347 2.96 0.0031 0.39261 2.54706 
Indicator = 1 if the taxpayer had more 
than two Forms W-2 -536.156 67.825 -7.910 <.0001 54.341 -9.87 <.0001 0.88362 1.13171 


Log of the number of information 
returns received for the taxpayer. 450.948 26.162 17.240 <.0001 35.342 12.76 <.0001 0.54001 1.85181 


Log of the Total Positive Income 
reported on the prior year return filed. 30.122 3.617 8.330 <.0001 5.444 5.53 <.0001 0.76085 1.31431 


n=277,314          


Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual Case Creation 
as of February 2015 (cycle 201508) 
* To SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit (AEIC), computed tax on  
 premature distributions and Self Employment (SE) tax, less the sum of current year credit balance, excess FICA and withholding.  
 It is set to zero if the result is a negative. 
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Table A3. Predicted Dollars Collected, Tobit Regression Censored at Zero  


Explanatory Variable 
Parameter 
Estimate 


Standard 
Error t Value P-value 


Intercept -54234.000 556.250 -97.500 <.0001 


Indicator = 1 if ASFR Treated the case within 3 years of 
TDI Assignment 11385.000 182.148 62.500 <.0001 


Probability of ASFR Working the case 8241.278 340.377 24.210 <.0001 


For ASFR treated cases, this is the number of weeks from 
TDI Assignment to ASFR 30-day letter; else = 0 -103.764 3.258 -31.850 <.0001 


Indicator = 1 if the taxpayer filed for an extension along 
with a payment. 5883.410 296.835 19.820 <.0001 


Indicator = 1 if Federal Employee 1968.786 221.887 8.870 <.0001 


Indicator = 1 if the taxpayer had either Interest reported 
on Form 1099-INT or dividends reported on Form 1099-
DIV 


2935.717 142.671 20.580 <.0001 


Indicator = 1 if the taxpayer had Pensions or Annuity 
benefits reported on Form 1099-R 1590.049 137.725 11.550 <.0001 


Indicator = 1 if the taxpayer had unemployment benefits 
reported on Form 1099-G -3073.823 269.743 -11.400 <.0001 


Indicator = 1 if the taxpayer had any withholding reported 
on information returns received by the IRS. 1998.573 195.552 10.220 <.0001 


Indicator = 1 if the taxpayer reported a Married Filing 
Joint Filing Status on their prior year return. 1365.964 144.111 9.480 <.0001 


Indicator = 1 if the taxpayer had a filing requirement code 
of not required to file therefore indicating no tax form 
package be mailed to the taxpayer. 


-3657.524 175.781 -20.810 <.0001 


Log of the balance due calculated for a potential 
Substitute for Return (SFR) return.* 1902.135 62.939 30.220 <.0001 


Log of wages reported in Form W-2 143.076 17.401 8.220 <.0001 


Indicator = 1 if the taxpayer had more than two Forms  
W-2 -4130.596 253.805 -16.270 <.0001 


Log of the number of information returns received for the 
taxpayer. 2306.890 91.902 25.100 <.0001 


Log of the Total Positive Income reported on the prior 
year return filed. 669.091 12.431 53.830 <.0001 


n=277,314     
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual 
Case Creation as of February 2015 (cycle 201508) 
* To SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit (AEIC), 
computed tax on premature distributions and Self Employment (SE) tax, less the sum of current year credit 
balance, excess FICA and withholding. It is set to zero if the result is a negative. 
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Table 7. Probability of Voluntarily Filing a Subsequent Tax Return Two Tax Years Later, 
Logistic Regression 


Explanatory Variables 
Parameter 
Estimate 


Standard 
Error 


Wald 
Statistic P-value 


Intercept -1.167 0.043 750.824 <.0001 


Probability of ASFR Working the case 0.512 0.025 429.598 <.0001 


Indicator = 1 if ASFR Treated the case prior to the due 
date of the tax return two years later. 0.420 0.019 484.754 <.0001 


For ASFR treated cases, this is the number of weeks from 
TDI Assignment to ASFR 30-day letter; else = 0 -0.009 0.001 230.103 <.0001 


Indicator = 1 for non-ASFR treated TDIs if the taxpayer 
filed their return before the due date of the return due two 
tax years later. 


1.554 0.019 6978.168 <.0001 


Indicator = 1 if the case is classified as SB/SE 0.144 0.009 256.123 <.0001 


Indicator = 1 if the taxpayer filed for an extension on the 
unfiled return. 0.138 0.011 155.763 <.0001 


Indicator = 1 if the taxpayer had Interest reported on 
Form 1099-INT 0.118 0.009 157.036 <.0001 


Indicator = 1 if the taxpayer had Pensions or Annuity 
benefits reported on Form 1099-R 0.062 0.010 40.752 <.0001 


Indicator = 1 if the taxpayer had unemployment benefits 
reported on Form 1099-G -0.113 0.018 38.399 <.0001 


Indicator = 1 if the taxpayer had any withholding reported 
on information returns received by the IRS. 0.106 0.014 57.165 <.0001 


Indicator = 1 if the taxpayer reported a Married Filing 
Joint Filing Status on their prior year return. 0.058 0.011 27.618 <.0001 


Indicator = 1 if the taxpayer had wages reported on a 
Form W-2 0.380 0.014 777.412 <.0001 


Indicator = 1 if the taxpayer had a delinquent prior year 
tax module that was closed and received a TC59x. 0.860 0.016 3081.011 <.0001 


Indicator = 1 if the taxpayer had a zero dollar tax 
assessment on their prior year tax module indicating 
either no tax due or a Substitute for Return 


-0.209 0.014 233.139 <.0001 


Log of the balance due calculated for a potential 
Substitute for Return (SFR) return.* -0.026 0.005 31.367 <.0001 


Number of years from the delinquent return and the 
taxpayer's filed prior year tax module. -0.034 0.001 867.929 <.0001 


Log of the Total Positive Income reported on the prior 
year return filed. 0.027 0.001 583.954 <.0001 


n=277,314     
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual 
Case Creation as of February 2015 (cycle 201508) 
* To calculate SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit 
(AEIC), computed tax on premature distributions and Self Employment (SE) tax, less the sum of current year 
credit balance, excess FICA and withholding. It is set to zero if the result is a negative. 
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Table 8. Probability of Voluntarily Filing a Subsequent Tax Return Three Tax Years 
Later, Logistic Regression 


Explanatory Variables 
Parameter 
Estimate 


Standard 
Error 


Wald 
Statistic P-value 


Intercept -1.592 0.042 1466.150 <.0001 


Probability of ASFR Working the case 0.893 0.025 1269.457 <.0001 


Indicator = 1 if ASFR Treated the case prior to the due date of 
the tax return three years later. 0.251 0.014 308.130 <.0001 


For ASFR treated cases, this is the number of weeks from TDI 
Assignment to ASFR 30-day letter; else = 0 1.323 0.016 6574.608 <.0001 


Indicator = 1 for non-ASFR treated TDIs if the taxpayer filed 
their return before the due date of the return due three tax 
years later. 


-0.004 0.000 230.569 <.0001 


Indicator = 1 if the case is classified as SB/SE 0.180 0.009 418.407 <.0001 


Indicator = 1 if the taxpayer filed for an extension on the 
unfiled return. 0.186 0.011 297.219 <.0001 


Indicator = 1 if the taxpayer had Interest reported on Form 
1099-INT 0.083 0.009 80.643 <.0001 


Indicator = 1 if the taxpayer had Pensions or Annuity benefits 
reported on Form 1099-R 0.024 0.010 6.411 0.0113 


Indicator = 1 if the taxpayer had unemployment benefits 
reported on Form 1099-G -0.140 0.018 62.174 <.0001 


Indicator = 1 if the taxpayer had any withholding reported on 
information returns received by the IRS. 0.115 0.014 70.395 <.0001 


Indicator = 1 if the taxpayer reported a Married Filing Joint 
Filing Status on their prior year return. 0.069 0.011 40.971 <.0001 


Indicator = 1 if the taxpayer had wages reported on a Form 
W-2 0.465 0.013 1221.670 <.0001 


Indicator = 1 if the taxpayer had a delinquent prior year tax 
module that was closed and received a TC59x. 0.813 0.015 2816.524 <.0001 


Indicator = 1 if the taxpayer had a zero dollar tax assessment 
on their prior year tax module indicating either no tax due or a 
Substitute for Return 


-0.212 0.014 246.543 <.0001 


Log of the balance due calculated for a potential Substitute for 
Return (SFR) return.*  0.017 0.004 13.659 0.0002 


Number of years from the delinquent return and the taxpayer's 
filed prior year tax module.  -0.027 0.001 602.749 <.0001 


Log of the Total Positive Income reported on the prior year 
return filed. 0.025 0.001 526.521 <.0001 


n=277,314     


Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual 
Case Creation as of February 2015 (cycle 201508) 
* To calculate SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit 
(AEIC), computed tax on premature distributions and Self Employment (SE) tax, less the sum of current year 
credit balance, excess FICA and withholding. It is set to zero if the result is a negative. 
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Table 9. Probability of Voluntarily Filing a Subsequent Tax Return Four Tax Years Later, 
Logistic Regression 


Explanatory Variables 
Parameter 
Estimate 


Standard 
Error 


Wald 
Statistic P-value 


Intercept -1.167 0.043 750.824 <.0001 


Probability of ASFR Working the case 0.512 0.025 429.598 <.0001 


Indicator = 1 if ASFR Treated the case prior to the due date of 
the tax return four years later. 0.420 0.019 484.754 <.0001 


For ASFR treated cases, this is the number of weeks from TDI 
Assignment to ASFR 30-day letter; else = 0 -0.009 0.001 230.103 <.0001 


Indicator = 1 for non-ASFR treated TDIs if the taxpayer filed 
their return before the due date of the return due four tax years 
later. 


1.554 0.019 6978.168 <.0001 


Indicator = 1 if the case is classified as SB/SE 0.144 0.009 256.123 <.0001 


Indicator = 1 if the taxpayer filed for an extension on the 
unfiled return. 0.138 0.011 155.763 <.0001 


Indicator = 1 if the taxpayer had Interest reported on Form 
1099-INT 0.118 0.009 157.036 <.0001 


Indicator = 1 if the taxpayer had unemployment benefits 
reported on Form 1099-G -0.113 0.018 38.399 <.0001 


Indicator = 1 if the taxpayer had any withholding reported on 
information returns received by the IRS. 0.106 0.014 57.165 <.0001 


Indicator = 1 if the taxpayer reported a Married Filing Joint 
Filing Status on their prior year return. 0.058 0.011 27.618 <.0001 


Indicator = 1 if the taxpayer had wages reported on a Form 
W-2 0.380 0.014 777.412 <.0001 


Indicator = 1 if the taxpayer had a delinquent prior year tax 
module that was closed and received a TC59x. 0.860 0.016 3081.011 <.0001 


Indicator = 1 if the taxpayer had a zero dollar tax assessment 
on their prior year tax module indicating either no tax due or a 
Substitute for Return 


-0.209 0.014 233.139 <.0001 


Log of the balance due calculated for a potential Substitute for 
Return (SFR) return.*  -0.026 0.005 31.367 <.0001 


Number of years from the delinquent return and the taxpayer's 
filed prior year tax module.  -0.034 0.001 867.929 <.0001 


Log of the Total Positive Income reported on the prior year 
return filed. 0.027 0.001 583.954 <.0001 


n=277,314     
Source: IRS, Compliance Data Warehouse Individual Master File Status and Transaction History, and Individual 
Case Creation as of February 2015 (cycle 201508) 
* To calculate SFR Potential Tax Assessment (IRPSFRTX), add the sum of Advance Earned Income Credit 
(AEIC), computed tax on premature distributions and Self Employment (SE) tax, less the sum of current year 
credit balance, excess FICA and withholding. It is set to zero if the result is a negative. 
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		Due to ASFR intervention, the IRS may be able to get more information about the suppressed portion of the taxpayer’s income. Let the proportion of suppressed income from Ys as identified by ASFR be β, where

		Based on ASFR’s intervention, the implied tax liability of a taxpayer would now be:

		Here θ is the proportional tax rate, γ is the proportional penalty rate at the time of IRS assessment, ρ is the proportional penalty rate imposed by ASFR on the revealed portion of the suppressed income, T1 and T2 are flat rate penalties assessed by t...

		Let

		E(Pai) be the predicted dollars collected for taxpayer i based on the actual data;

		E(Pci) be the predicted dollars collected for taxpayer i based on the counterfactual data;

		P(Rai) be the predicted probability of filing a return for 2011 based on the actual data; and

		P(Rci) be the predicted probability of filing a return for 2011 based on the counterfactual data.

		Conclusions and Direction for Further Research

		References

		Complete Model Results





S. Datta, S. Orlett, A. Turk
File Attachment
Individual Non-Filers and IRS Generated Tax Assessments: Revenue and Compliance Impacts of IRS Substitute Assessment When Taxpayers Don’t File

vhamiwschelk
Highlight



Model Evaluation Techniques 
Session Chair:  Christopher Dick, U.S. Department of Commerce 

Evaluating STEO Electricity Consumption Forecasts 
Mark Hutson, George Washington University 

In this paper, I evaluate the monthly electricity consumption forecasts of the Energy Information Administration's Short 
Term Energy Outlook model (STEO).  I compare their performance against those of rival single-equation models; these 
rival models were specified using Autometrics, a sophisticated dynamics-based algorithm.  I find that STEO produces 
forecasts that perform well against the alternative models. This chapter is thus a validation for STEO's forecasts and 
approach, as they incorporate the same informational signals as those identified by Autometrics.  Additionally, in this 
analysis, I find a potential structural break in the Industrial Electricity Consumptions series following the 2007-2009 
recession. 

Evaluating the Directional Accuracy of the WES US Macroeconomic Forecasts Using The ROC Curves 
Analysis 

Olga Bespalova, George Washington University 

This paper evaluates directional accuracy of the U.S. macro-economic forecasts based on World Economic Survey (WES) 
of expert expectations for 1989:Q3 to 2014:Q4.  I explain how to interpret the WES categorical responses, which actual 
data series to evaluate each question, and how to improve the traditional methods of evaluating directional qualitative 
forecasts using the Receiver Operating Characteristic (ROC) curves analysis.  Results distinguish the variables for which 
the WES expectations produce reliable directional forecasts from those not statistically significant different from the 
random guess, and suggest the optimal thresholds to be used for each variable.  

Forecasting the U.S. Farm Price of Upland Cotton: Evaluating the Use of Futures Prices 
Linwood Hoffman, U.S. Department of Agriculture, Leslie Meyer, U. S. Department of Agriculture 

Passage of The Agricultural Act of 2014 continues the sector’s trend toward market orientation and risk transfer from the 
Government to the private sector and continues the need for season-average price forecasts.  Alternative cotton forecast 
models are developed using a composite of monthly futures prices adjusted for a basis (cash minus futures), monthly 
marketing weights, and monthly cash prices to forecast the U.S. upland cotton season-average farm price.  The preferred 
futures model is compared with USDA’s mid-point price projections.  Forecast model performance is evaluated using the 
mean error, root mean squared error, and mean absolute percentage error.  Futures model forecasts are timely and can be a 
valuable SAP forecasting tool.  

A Handy Toolkit for the Model Evaluation Process 
Ken (Qi) Su, Internal Revenue Service, Alex Turk, Internal Revenue Service 

In the model performance evaluation process, we focus on five aspects in general: [1] Model discrimination - the model’s 
ability to differentiate between events and non-events.  [2] Population stability - the difference between model 
development data and current scored data.  [3] Characteristic stability - explanatory variable distributions of current 
population to model development population.  [4] Model calibration or actual versus expected - accuracy of model 
performance.  [5] Score distribution analysis – how an event has performed relative to other events when ranked by model 
scores.  

There are several measures in each performance.  We often observe three key measurements in model discrimination 
1.Gini coefficient or accuracy rate - area under Gini curve/Lorenz curve.  2. Kolmogorov-Smirnov (KS) statistics.  3.
ROC/statistics. Additional measurements explored include: Population stability index (PSI), Characteristic stability index 
(CSI), and the Herfindahl -Hirschman Index (HHI).  This paper provides and describes how to create above performance 
curves and how to calculate performance measurement during the model evaluation process in SAS programs and macros. 
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A Handy Toolkit for the Model Evaluation Process  
 


Ken Su and Alex Turk, 
Small Business/Self-Employed Division, Internal Revenue Service 


 
The views and opinions presented in this paper reflect those of the authors. They do not necessarily reflect the views 


or the official position of Internal Revenue Service.  
 
Abstract 


In the "classification model" performance evaluation 
process, we focus on five aspects in general: [1] Model 
discrimination - the model’s ability to differentiate 
between events and non-events. [2] Population stability 
- the difference between model development data and 
current scored data. [3] Characteristic stability - 
explanatory variable distributions of current population 
to model development population. [4] Model calibration 
or actual versus expected - accuracy of model 
performance. [5] Score distribution analysis – how an 
event has performed relative to other events when 
ranked by model scores.  
 
There are several measures in each performance. We 
often observe three key measurements in model 
discrimination 1.Gini coefficient or accuracy rate - area 
under Gini curve/Lorenz curve. 2. Kolmogorov-
Smirnov (KS) statistics. 3. ROC/statistics. Additional 
measurements explored include: Population stability 
index (PSI), Characteristic stability index (CSI), and the 
Herfindahl -Hirschman Index (HHI).  
  
This paper describes comprehensive model performance 
metrics and charts, and provides their SAS program 
modules and SAS macros respectively for production 
during the model evaluation process.  


Introduction 


As the amount and granularity of data expands, so does 
the ability to develop level micro models of behavior. 
Micro models can be used for classification 
/discrimination, explaining behavior, evaluating policy, 
predicting outcomes and developing aggregate 
forecasts.  Even when the ultimate goal is to forecast or 
predict an outcome at an aggregate level, discrete 
models have attractive features.  Modeling at the agent 
or decision-maker level may better approximate 
behavioral relationships between key variables and the 
outcome. This offers more flexibility in forecasting 
outcomes when policy or other key factors change.  
These models can be linked to underlying discrete 
choice utility maximization models and observed 
choices can reveal preferences. Many models that use 
aggregate data rely on a long time series of data. These 


data may include policies, regimes and behaviors that 
are no longer relevant. With micro data, researchers are 
less reliant on the distant past to estimate relationships 
and make predictions.  In addition, data aggregation can 
lead to increases in issues with serial correlation and 
exacerbate the influence of extreme values. 
 
Logistic regression models are widely used to predict  
the likelihood of an event and classify individual cases 
based on that likelihood. To measure the quality of a 
model, we often observe many key performance metrics 
or performance charts in regular model evaluation 
reports. In general, these reports cover five components 
of measurement such as [1] model discrimination - 
measures the ability to differentiate between events and 
non-events, [2] population stability - tells how much the 
population has changed over time, [3] characteristic 
stability - assess the difference of each predictor 
distribution in current and model development 
populations, [4] calibration - compare actual versus 
expected to find accuracy of model performance across 
population segments, and [5] score distribution analysis 
– assess performance of events relative to non-events 
when ranked by model scores. 
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This paper will present useful SAS programs and 
macros to create model performance metrics and charts 
for periodic model validation process. 


Forecasts with Micro Models  


In cases where micro level data are not available or are 
far too costly, forecasting models are developed by first 
aggregating data to some common level, then 
developing models that are used to forecast. However, 
when micro level data are available, the process can be 
reversed.  Predictions can be made at the micro level, 
and then the predictions can be combined to develop an 
aggregate forecast. 


Take a very simple case where we observe some 
dichotomous event, Ait, for each individual i at each 
point in time t.  Assume we also can observe a vector of 
exogenous factors Xit-1 and that the probability of 
observing the event is given by 


Prob(Ait=1 ) = Pit = F(Xit-1β). 


Then, the forecast of the total number of events, A, can 
be calculated as 


A =∑ 𝑃𝑃𝑖𝑖𝑖𝑖∀𝑖𝑖 . 


The next section will illustrate some of the standard 
methods and metrics to evaluate a micro model’s ability 
to predict and classify discrete events. 


Model Evaluation Metrics  


There are several metrics to measure model 
performance and predictive power. The most popular 
used are Gini coefficient/Lorenz curve, KS 
(Kolmogorov-Smirnov), ROC curve/AUC statistic, 
Population stability index (PSI), and Herfindahl -
Hirschman Index (HHI). Each of these measures looks 
at the model performance slightly differently. However, 
the measures and graphs to evaluate model performance 
are all related and to a degree redundant.  
 
A Lift Chart (Figure 1) is used to compare the model 
performance in classifying the target event with that of 
random selection. The Lift Chart displays the model 
performance relative to random selection. If we split the 
data into deciles by ordering the model scores from 
highest to lowest, we expect to find more than 10% of 
total events in the top deciles. Plotting the percentage of 
the targeted outcomes in each of the deciles relative to 
the overall percentage of target events provides a 
marginal lift (Lift). Plotting the relative cumulative 
percentages displays the cumulative lift. The maximum 
amount of lift is related to the rate of the target event in 
the population. The more “rare” the event is the higher 


the potential lift. For example, if 50% of the cases have 
the target event, then “perfect selection” would translate 
into the maximum lift of two. 


 
Figure 1: Lift Chart 


 


 
 
 
The Lorenz Curve (Figure 2) also displays the 
cumulative percentage of the target events.  The plot is 
constructed by ordering the (deciles of) population in 
ascending model scores and then plotting the 
cumulative percent of the target events by the percent of 
the population. The Gini coefficient is derived from 
the  Lorenz curve.  It is calculated as the ratio of 
the area that lies between a 45 degree line and the 
Lorenz curve (marked 'Red' in Figure 2) over the total 
area under the 45 degree line (marked 'Red' and 'Yellow' 
in Figure 2); The value of the Gini coefficient  is zero 
with  random selection, and one for a perfect 
classification model. 


 
Figure 2: Lorenz Curve 


 


 


The next two curves  can be used to evaluate the model 
based on both the number of target events identified and 
the number of non-events that are incorrectly identified.  
The Kolmogorov-Smirnov (KS) curve (Figure 3) is 
produced by plotting the difference between the 
cumulative distribution of the events and non-events. 
The process begins by ranking the population by lowest 



http://www.thefullwiki.org/Lorenz_curve

http://www.thefullwiki.org/Ratio

http://www.thefullwiki.org/Area
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to the highest model score. Next, calculate the 
percentage of the total target cases that have a score less 
than the displayed amount and the percentage of the 
non-target cases with score less than that 
amount.The KS statistic measures the maximum vertical 
deviation between the cumulative distributions of events 
and non-events.  The KS ranges between zero and one 
with zero in the case of random selection and one in the 
case of perfect classification.  


Figure 3: KS Curve 
 


 
 
 
The Receiver Operating Characteristic (ROC) 
curve (Figure 4) is created by plotting the true positive 
rate (Sensitivity) versus the false positive rate (1-
Specificity) andby varying the cutoff value to construct 
the confusion matrix. Each point on the ROC curve 
represents the percentage of the target cases correctly 
classified as good versus the percentage of the bad cases 
incorrectly classified as good for a given classification 
threshold. The ROC curve is used to identify the 
accuracy of the model in separating events from non-
events. The area under the ROC curve is called 
the AUC statistic, or the c-statistic. AUC quantifies 
model discriminatory power in classifying cases as 
events or non-events. A higher AUC value and an AUC 
of greater than 0.5 (scale from zero to one) suggests 
(better) discriminatory power in separating outcomes 
from non-outcomes. 
 


Figure 4: ROC Curve 
 


 
 


Another way to look at the model performance is to 
look at how well it predicts the rate of the target event 
across the population.  The Actual vs. Predicted Curve 
(Figure 5) shown below displays the predicted 
proportion and the actual proportion with the target 
outcome at each population decile based on ranking the 
population, high to low, by the model score (e.g. in 10 
% increments).  


 
Figure 5: Actual vs. Predicted Curve 


 


The more closely aligned these two curves, the better 
the model is at predicting actual targeted outcomes. The 
steeper the curves, the stronger the ability to rank is 
within the modeled population. 
 
It is also important to determine if the population being 
scored with the model is similar to the population that 
was used to derive the model. The Population Stability 
Index (PSI) is one method of telling us how much the 
population has changed over time. The PSI is calculated 
by binning the original sample (Dev) in equal size bins 
(e.g. deciles)  to get model score ranges. The model 
score ranges are then applied to a new sample (OOT) to 
calculate the number of cases that fall in each bin. This 
will tell us whether the population as a whole has 
shifted over time. The PSI can be applied at an 
individual variable level to check its stability index. 
 
Assume we have a development population (population 
1) and wish to compare it to a more recent population 
(population 2).  The PSI formula is given by: 
 
PSI=∑((n1i/N1)−(n2i/N2))*ln((n1i/N1)/(n2i/N2)) 
 
where: 
 
n1i, n2i - the number of observations in bin i for 
populations 1 and 2 
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N1,N2 - the total number of observations for 
populations 1 and 2 
 
Table 1 below provides an example of this calculation.  
As a rule of thumb: 
  


• PSI<0.1 indicates minimal change in the 
population  


• 0.1 <=PSI<= 0.2 indicates changes that might 
warrant further investigation 


• PSI >0.2 indicates a significant change in the 
population  


 
Table 1 –PSI Calculation


 
 


 
The Herfindahl-Hirschman Index (HHI) is typically 
used to measure the competitiveness of a particular 
industry by calculating the extent to which market 
output is concentrated among the industry’s firms. The 
HHI measure can be computed for concentrations for 
model score. It can help us to understand model score 
distribution by deciles under different snapshots in time. 
The Herfindahl-Hirschman Index is a widely accepted 
measure of concentration used by biologists, ecologists, 
linguists, economists, sociologists and demographers.  
 
The HHI is calculated by binning the original 
population into equal size bins to get model score 
ranges. Then, the new population is binned with those 
score ranges. The HHI is calculated by the summing of 
squares of the percent of the population in each bin.  For 
instance, if we bin the original population into deciles, 
the squared share in each bin would be .01 and HHI 
would be 0.1. 
 
Table 2 below provides an example of the HHI 
calculation for a development and recent sample using 
deciles. Based on deciles: 
 


• HHI = .1 Equal distribution 
• HHI < .15  Minimal shift in scores 
• HHI < .25  Moderate shift in scores 
• HHI ≥ .25 Large Shift in  


HHI can help us to understand model score distribution 
under different time snapshots. Values of HHI in excess 
of 0.25 may indicate a need for further investigation.   


Table 2 HHI Calculation 


 


Summary 


When evaluating the performance of models used for 
classification and prediction, it is important focus on 
five aspects in general: [1] Model discrimination, [2] 
Population stability, [3] Characteristic stability, [4] 
Model calibration or actual versus expected and  [5] 
Score distribution analysis  
 
There are several measures in each performance. We 
discussed three key measurements in model 
discrimination: Gini coefficient or accuracy rate, 2. 
Kolmogorov-Smirnov (KS) statistics, and 3. 
ROC/statistics. Additional measurements explored 
include: Population stability index (PSI), Characteristic 
stability index (CSI), and the Herfindahl -Hirschman 
Index (HHI). The relative importance of each of the 
methods of evaluating will ultimately be determined by 
how the model is used in practice and the relative costs 
of incorrectly classifying the events.  
  


 


 


 


 


 


 


 


(1) (2)
Dev


(3)
OOT


(4)
Dev


(5)
OOT


Proportion
Difference
(Decimal)


 (7)
Ratio WOI 


PSI


Decile # of 
Acct.


# of 
Acct.


Pct. Of 
Acct.


Pct. Of 
Acct.


(5) - (4) (5) / (4) Ln(col. 7) Ln[(5)/(4)] * 
[(5)-(4)]


1     21,719         210 10.00 0.30 -9.700 0.030 -3.506 0.3401
2     21,720       1,929 10.00 2.76 -7.243 0.276 -1.288 0.0933
3     21,718       2,763 10.00 3.95 -6.050 0.395 -0.929 0.0562
4     21,720       3,416 10.00 4.88 -5.117 0.488 -0.717 0.0367
5     21,719       3,721 10.00 5.32 -4.681 0.532 -0.631 0.0295
6     21,722       4,611 10.00 6.59 -3.410 0.659 -0.417 0.0142
7     21,717       7,303 10.00 10.44 0.441 1.044 0.043 0.0002
8     21,720     11,761 10.00 16.81 6.812 1.681 0.519 0.0354
9     21,719     12,970 10.00 18.54 8.541 1.854 0.617 0.0527


10     21,719     21,271 10.00 30.41 20.407 3.041 1.112 0.2269
Total   217,193     69,955 100.00 100.00 0.8853


PSI Calculation


Population Stablility Index =


(1) (2)
Dev


(3)
Recent


(4)
Dev


(5)
Recent


(6) 
Dev
HHI


(7) 
Recent


HHI


(8)
Chg
HHI


Decile # of 
Acct.


# of 
Acct.


Pct. Of 
Acct.


Pct. Of 
Acct.


(4)*(4) (5)*(5) (7)-(6)


1     20,000     10,000 0.10 0.05 0.010 0.003 -0.008
2     20,000     11,500 0.10 0.06 0.010 0.003 -0.007
3     20,000     13,000 0.10 0.07 0.010 0.004 -0.006
4     20,000     15,500 0.10 0.08 0.010 0.006 -0.004
5     20,000     17,000 0.10 0.09 0.010 0.007 -0.003
6     20,000     22,500 0.10 0.11 0.010 0.013 0.003
7     20,000     23,000 0.10 0.12 0.010 0.013 0.003
8     20,000     25,500 0.10 0.13 0.010 0.016 0.006
9     20,000     27,500 0.10 0.14 0.010 0.019 0.009


10     20,000     34,500 0.10 0.17 0.010 0.030 0.020
Total   200,000   200,000 1.00 1.00 0.10 0.11 0.01


HHI Calculation



http://en.wikipedia.org/wiki/Herfindahl_index
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Appendix - SAS Modules to Construct Model 
Evaluation Metrics and Performance Charts 


Module for Lift Chart 


********************************************* 
This module use PROC RANK to calculate both event 
rate and accumulative event rate. It also applies PROC 
GPLOT to plot lift chart by using the deciles as points 
on the X axis.        
********************************************* 


proc rank data=scored_data out=deciles ties=low 
  descending groups=10; 
  var score; 
  ranks decile; 
run; 


proc sql; 
  select sum(event) into: total_event 
  from scored_data; 


create table lift as 
  select 
  sum(event)/&total_event as event_rate, decile + 1 as 
decile 
from deciles 
group by decile 
order by decile; 
 
quit; 


data cum_lift; 
  set lift; 
  cum_event_rate + event_rate; 
  cum_lift=cum_event_rate - (decile/10); 
run; 


proc gplot data=cum_lift; 
  title ’Cumulative Lift Chart’; 
  symbol i=spline; 
  plot cum_lift*decile /grid; 
run; 
quit; 


Module for Lorenz Curve 


********************************************* 
Macro % lorenz can be used to plot Lorenz curve.   
The arguments  of this macro function are:                                              


dset= scored_data set to be processed,                                       
score=model score,                                                                    
tarvar= target variable,                                                                  
outfile=output file name.                                                                                                                                                                             


To invoke this function, put its macro %lorenz in SAS 
program and get an Excel output file to plot Lorenz 
curve 
********************************************* 
 
%macro lorenz (dset,  score, tarvar,  outfile); 
 
proc rank data=&dset out=temp1 groups=50; 
  ranks ranked;   
  var &score; 
 run; 
 
data temp2; 
 set temp1; 
 if &tarvar=. then &tarvar=0; 
run; 
 
 proc sort data=temp2; 
  by ranked; 
 run; 
 
proc summary missing data=temp2; 
  var &tarvar; 
  class ranked; 
  output out=temp3 n(&score)=numobs 
sum(&tarvar)=ntar; 
run; 
 
data temp4; 
 set temp3; 
 retain alltar alltot 0; 
 if ranked=. then do; 
   alltar=ntar; 
   alltot=numobs; 
   tottar=0; 
   tot=0; 
   end; 
 else do;  
    tottar+ntar; 
   tot+numobs; 
    tottarpct=tottar/alltar*100; 
    totpct=tot/alltot*100;  
    end;  
 if  ranked^=. then output; 
 format tottarpct totpct pctone.; 
run; 
 
ods html file="&outfile..xls" style=minimal rs=none; 
 proc sql; 
   select ranked, totpct, tottarpct 
  from temp4;  
 quit; 
ods html close; 
run; 
 
%mend Lorenz; 
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Module for Kolmogorov-Smirnov(KS) Curve 


*********************************************
Macro %ks_curve applies PROC RANK and PROC 
MEANS to output Excel file for plotting KS curve.  
The arguments  of this macro function are:                                              
 dsn= scored data set,                                         
 event=target variable,                                                     
 score= model score,                                                                
 currout=current scored data pop output name. 
Include macro %ks_curve with all the argument names 
in SAS program to obtain Excel output for plotting KS 
curve.       
********************************************* 
 
%macro ks_curve(dsn, event, score, outfile); 
 
data temp; 
    set &dsn; 
      b=&event;         
    g=1-b; 
run; 
 
Proc rank data=temp out=temp2 ties=low 
groups=10; 
     var &score; 
     ranks deiles; 
  run; 
 
proc sort data=temp2; 
    by deciles; 
 run; 
 
proc means data=temp2 noprint n min max sum; 
          var &score g b; 
     class deciles; 
 output out=model n=tot gtot btot min=low 
max=high mean=mean sum=sumt sumg sumb; 
 
run; 
 
data model; 
    set model; 
 retain all allg allb cumg cumb cumt cumgp cumbp 
cumtp; 
 if _n_=1 then do; 
    all=tot; 
    allg=sumg; 
    allb=sumb; 
    cumg=0; 
    cumb=0; 
    cumt=0; 
 end; 
 


 if _n_>1 then do; 
    all=all; 
    allg=allg; 
    allb=allb; 
    cumt=cumt+tot; 
    cumg=cumg+sumg; 
    cumb=cumb+sumb; 
    gpct=(sumg/allg)*100; 
    bpct=(sumb/allb)*100; 
    tpct=((sumg+sumb)/all)*100; 
    cumgp=(cumg/allg)*100; 
    cumbp=(cumb/allb)*100; 
    cumtp=(cumt/all)*100; 
   ks=abs(cumgp-cumbp); 
end; 
run; 
 
ods html file="&outfile..xls" style=minimal rs=none; 
 proc sql; 
   select cumgp, cumbp,deciles 
 from model 
     ;  
 quit; 
ods html close; 


Module for Calculating KS, GIN and AUC Statistic 


********************************************* 
This macro %gini applies PROC NPAR1WAY to 
calculates KS, GINI, and AUC Statistics.   
The arguments  of this macro function are:                                             
 dset= scored_data set to be processed,                                       
 score=model score,                                                                    
 tarvar= target variable,                                                                
 outfile=output file name.                                                              
Includes macro %gini and all the argument names in 
SAS program to get KS, GINI and AUC Statistic output 
in an Excel file.    
********************************************* 


%macro gini(dset, score, tarvar, outfile); 


*** CONDUCT NON-PARAMETRIC TEST ***;  


ods output wilcoxonscores = _wx; 
ods output kolsmir2stats = _ks; 
proc npar1way wilcoxon edf data = &dset; 
  class &tarvar; 
  var &scorer; 
run; 
 
proc sort data = _wx; 
  by class; 
run; 
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*** CALCULATE KS, GINI and AUC Statistic ***; 


data rocgini; set _wx end = eof; 
 by class; 
 
  array a{2, 3} _temporary_; 
  if _n_ = 1 then do; 
    a[1, 1] = n; 
    a[1, 2] = sumofscores; 
    a[1, 3] = expectedsum; 
  end; 
  else do; 
    a[2, 1] = n; 
  end; 
  if eof then do; 
    auc  = (a[1, 2] - a[1, 3]) / (a[1, 1] * a[2, 1])  + 0.5; 
    gini = abs(2 * (auc - 0.5));   
    output; 
  end; 
run; 


*** CALCULATE KS ***; 


data ks; set _ks; 
  if _n_ = 1 then do; 
    ks = nvalue2; 
    output; 
  end; 
run; 
 
*output to KS, GINI, and AUC Statistic*; 
 
ods html file="&outfile..xls" style=minimal rs=none; 
 proc sql; 
         select a.ks, b.gini, b.auc 
 from ks a, 
         rocgini b;  
 quit; 
ods html close; 
run; 


 %mend gini; 


Module for Receiver Operating Characteristic(ROC) 
Curve 


********************************************* 
This module uses PROC RANK, PROC MEANS, and 
PROC FREQ to calculate the ratio of true positive to the 
total positive (sensitivity), and the ratio of the true false 
positive to the total negative(1-specificity) under 
different cutoff values. 
Datasets and variables in this module are:                                            
 dset= scored_data set,                                      
 score=model score,                                                                    


 event=target variable,                                                                
 outfile=output file name.                                                              
********************************************* 
 
proc rank data=dset out=dat1  ties=low groups=20; 
  ranks deciles;   
  var score; 
run; 
 
data dat; set dat1;  
  one=1; 
run; 
 
proc means data=dat1 max noprint; 
  class deciles; 
  var score; 
output out=decile; 
run; 
 
data decile(keep=deciles score); 
  set decile(where=(_stat_='MAX' and _type_=1)); 
run; 
 
proc transpose data=decile(keep=score) 
out=trandecile prefix=cut; 
run; 
 
data trdecile; set trandecile (drop=_name_); 
  one=1; 
run; 
 
proc sort data=trdecile; 
 by one; 
run; 
 
proc sort data=dat; 
by one; 
run; 
 
data merg; merge dat 
                 trdecile; 
             by one; 
  if score>cut1 then test1="Y"; else test1="N"; 
  if score>cut2 then test2="Y"; else test2="N"; 
  if score>cut3 then test3="Y"; else test3="N"; 
  if score>cut4 then test4="Y"; else test4="N"; 
  if score>cut5 then test5="Y"; else test5="N"; 
  if score>cut6 then test6="Y"; else test6="N"; 
  if score>cut7 then test7="Y"; else test7="N"; 
  if score>cut8 then test8="Y"; else test8="N"; 
  if score>cut9 then test9="Y"; else test9="N"; 
  if score>cut10 then test10="Y"; else test10="N"; 
  if score>cut11 then test11="Y"; else test11="N"; 
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  if score>cut12 then test12="Y"; else test12="N"; 
  if score>cut13 then test13="Y"; else test13="N"; 
  if score>cut14 then test14="Y"; else test14="N"; 
  if score>cut15 then test15="Y"; else test15="N"; 
  if score>cut16 then test16="Y"; else test16="N"; 
  if score>cut17 then test17="Y"; else test17="N"; 
  if score>cut18 then test18="Y"; else test18="N"; 
  if score>cut19 then test19="Y"; else test19="N"; 
  if score>cut20 then test20="Y"; else test20="N"; 
 
run; 
 
%macro zz(num1); 
 
proc freq data=merg;  
table test&num1*event/out=pcts&num1outpct; 
run; 
 
data tp&num1; set pcts&num1; 
 if  event=1 and test&num1="Y"; 
tp_rate = pct_col; 
drop pct_col; 
run; 
 
data fp&num1; set pcts&num1;  
if event=0 and test&num1="Y"; 
fp_rate =pct_col;  
drop pc_col; 
run; 
 
data ROC&num1;merge tp&num1 fp&num1;  
if  tp_rate=. then tp_rate=0; 
if  fp_rate=0 then fp_rate=0; 
run; 
 
%mend zz; 
%zz(1); 
%zz(2); 
%zz(3); 
%zz(4); 
%zz(5); 
%zz(6); 
%zz(7); 
%zz(8); 
%zz(9); 
%zz(10); 
%zz(11); 
%zz(12); 
%zz(13); 
%zz(14); 
%zz(15); 
%zz(16); 
%zz(17); 


%zz(18); 
%zz(19); 
%zz(20); 
 
*add 0 and 1; 
data tmp0;  
tp_rate=0; 
fp_rate=0; 
run; 
 
data tmp1;  
tp_rate=100; 
fp_rate=100; 
run; 
 
data ROC; set ROC1 ROC2 ROC3 ROC4 ROC5 
ROC6 ROC7 ROC8 ROC9 ROC10 ROC11 ROC12 
ROC13 ROC14 ROC15 ROC16 ROC17 ROC18 
ROC19 ROC20 tmp0 tmp1; 
run; 
 
proc sort data=roc;  
by fp_rate; 
run; 


proc gplot data=ROC; 
title ’ROC Chart’; 
symbol i=spline; 
plot tp_rate*fp_rate /grid; 
run; 
quit; 


ods html file="outfile..xls" style=minimal rs=none; 
   proc sql; 
           select fp_rate,tp_rate 
                    from ROC; 
   quit; 
 
ods html close; 


Module for Calculating Population Stability Index 
(PSI) 


********************************************* 
Macro % psi calculates Population Stability Index (PSI) 
The arguments  of this macro function are:                                              
 dev= development scored data set,                                       
 curr=current scored data set,                                                     
 score= model score,                                                                 


devout=development scored data pop  
distribution output name, 
currout=current scored data pop distribution 
output name.  
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Include this macro %psi with all the argument names to 
output Exce population distribution data in PSI 
calculation.   
********************************************* 


%macro psi(dev, curr, score,devout,currout); 


proc rank data=&dev out=dat groups=10; 
  ranks pd_rank;   
  var &score; 
run; 
 
data datt; set dat; 
  one=1; 
run; 
 
proc summary data=datt noprint; 
  class pd_rank; 
  var one; 
  output out=devsum sum=; 
run; 
 
ods html file="&devout.xls" style=minimal rs=none; 
 proc sql; 
  select pd_rank,one 
  from devsum 
  where _type_=1;  
 quit; 
ods html close; 
run; 
 
proc means data=dat maxdec=2 n mean min max 
noprint; 
  class pd_rank; 
  var &score; 
  output out=decile; 
run; 
 
data decile(keep=pd_rank score); 
  set decile(where=(_stat_='MAX' and _type_=1)); 
run; 
 
proc transpose data=decile(keep=score) out=trandecile 
prefix=cut; 
run; 
 
data trdecile; set trandecile (drop=_name_); 
run; 
 
data merg; merge &curr (in=in1) 
                   trdecile(in=in2); 
                  if in1 and in2; 
   if pd<=cut1 then seg="0"; 
   else if cut1<pd<=cut2 then seg="1";                  
   else if cut2<pd<=cut3 then seg="2"; 


   else if cut3<pd<=cut4 then seg="3"; 
   else if cut4<pd<=cut5 then seg="4";                  
   else if cut5<pd<=cut6 then seg="5"; 
   else if cut6<pd<=cut7 then seg="6"; 
   else if cut7<pd<=cut8 then seg="7";                  
   else if cut8<pd<=cut9 then seg="8"; 
   else if pd>cut9 then seg="9"; 
   one=1; 
run; 
 
proc summary data=merg noprint nway; 
  class seg; 
  var one; 
  output out=mergsum sum=; 
run; 
 
ods html file="&currout..xls" style=minimal rs=none; 
proc sql; 


select segment,seg,one 
  from dat3sum;  
 quit; 
ods html close; 
run; 
 
%mend psi; 
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Abstract 


A model is developed using a composite of monthly 
futures prices adjusted for a basis (cash minus futures), 
monthly marketing weights, and if available, monthly 
cash prices to forecast the U.S. upland cotton farm 
season-average price (SAP).  Model performance is 
assessed by examining the following forecast statistics: 
mean, number of times the forecast is above or below 
actual, squared error, root mean squared error, and mean 
absolute percentage error.  Selected model forecast 
statistics are compared with USDA’s World 
Agricultural Supply and Demand Estimates (WASDE) 
mid-point price projections for upland cotton and to 
selected years of a similar futures model forecast for 
corn. Cotton futures model forecasts are timely and a 
valuable tool to help forecast the season-average farm 
price. 
 
Keywords: Upland cotton, season-average price 
forecasts, futures forecast model, futures prices, basis, 
marketing weights, WASDE projections 
 
Introduction 


Information regarding cotton prices is crucial to a 
variety of market participants.  These participants 
include commodity producers who make production and 
marketing decisions, market analysts who assess the 
impacts of domestic and international developments, 
and policymakers who administer commodity programs.  
Price information continues to be essential for market 
participants as U.S. agricultural policy evolves.  Passage 
of The Agricultural Act of 2014 continues the sector’s 
trend toward market orientation and risk transfer from 
the Government to the private sector and continues the 
need for forecasts of the season-average (SAP) price of 
cotton which affect the cotton futures price (Adjemian, 
2012), a key parameter for the various risk management 
programs for cotton (Effland, et al, 2014).  The SAP, 
sometimes known as the marketing year average price, 
represents the average price received by U.S. producers 
throughout the marketing year for all grades and 
qualities of the crop.  
 
The U.S. Department of Agriculture (USDA) has 
analyzed agricultural commodity markets monthly since 
the 1970s and published year-to-date market 
information, including the season-average price (SAP) 
projections in a monthly report entitled the World 


Agricultural Supply and Demand Estimates 
(WASDE).1, 2 Cotton was an exception, as USDA was 
prohibited by law from publishing cotton price forecasts 
between 1929 and 2008 (Townsend).  The longstanding 
prohibition began following congressional hearings that 
investigated a September, 1927, USDA cotton price 
forecast.  Members of Congress believed that the 
forecast triggered a market sell-off and legislation 
ensued.  After nearly an eight decade ban, the 
prohibition was eliminated with the passage of the 
Food, Conservation, and Energy Act of 2008.  The 
USDA began publication of price forecasts with the 
June, 2008, WASDE report, although “internal use 
only” forecasts were produced along with the supply 
and demand estimates during the prohibition to estimate 
commodity program costs.       
 
The USDA has long followed the cash and futures 
markets as an indicator of farm price expectations.  Both 
econometric and futures based price forecasting models 
have been developed to aid in the forecasting of 
USDA’s season-average farm prices.  Econometric 
price forecasting models were estimated for corn and 
wheat (Westcott and Hoffman, 1998), rice (Childs and 
Westcott, 2000) and cotton (Meyer, 1998; Isengildina-
Massa and MacDonald, 2009).  Meyer (1998) 
developed an annual model that explains the U. S. 
upland cotton farm price that included market 
components and government program parameters.    His 
model explained 92 percent of the variation in upland 
cotton prices during the 1978 to 1996 marketing years.  
Such a model allows for sensitivity analysis under 
various market supply and demand conditions that may 
develop within a year or between years and is used in 
USDA’s short term market analysis and long term 
baseline projections.  
 
Isengildina-Massa and MacDonald (2009) addressed the 
systematic problems that developed in the cotton 
forecasting models used by USDA and elsewhere, 
highlighting the need for an updated review of price 
relationships.  They analyzed structural changes in the 
world cotton industry and developed a statistical model 


                                                           
1 The 2008 Farm Act (The Food Conservation and Energy Act 
of 2008) authorized the publishing of season-average cotton 
price projections by the U.S. Department of Agriculture.  
2 Available from 
http://www.usda.gov/oce/commodity/wasde/index.htm. 
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that reflects drivers of U.S. cotton prices.  Using out- of-
sample data for 2003/04 through 2006/07 (with data 
from August 2008) they found their model had a mean 
error of 2.1 cents per pound, a root mean squared error 
(RMSE) of 4.2 cents per pound and a mean absolute 
percentage error (MAPE) of 8 percent.  These results 
were slightly more favorable compared to the Meyer 
(1998) model which had a mean error of 2.0 cents per 
pound, a RMSE of 6.2 cents per pound, and a MAPE of 
9 percent.   
 
Forecasting models using futures prices were also 
developed for several commodities to provide a cross-
check against WASDE monthly forecasts.   Hoffman 
(1991, 2005) developed a futures price forecasting 
model that provides weekly or monthly forecasts of the 
season-average price for corn.  This approach was later 
applied to soybeans (Hoffman and Davidson, 1992) and 
wheat (Hoffman, 1992).  The futures price forecasting 
models were also used to forecast the annual counter-
cyclical payment rate for corn, soybeans, and wheat and 
now with the 2014 Farm Act, price loss coverage rate.  
Furthermore, these model can be used to provide 
information on the likelihood of triggering marketing 
loan benefits.  Updated monthly forecasts of a futures 
price forecast model are currently provided for corn, 
soybeans, and wheat (Hoffman, 2005b).   
 
While both type of models have their strengths, the 
futures-based model seems more capable in providing 
short-term monthly forecasts of the SAP that are useful 
to commodity analysts tracking the U.S. upland cotton 
sector.  Econometric models built for cotton claim to 
have a low forecast error but this evaluation is based on 
using historical information.  An evaluation of the 
performance of annual econometric models that forecast 
the SAP on a monthly basis has not been documented.   
Usually the forecast performance of the annual 
econometric models declines when applied to monthly 
SAP forecasts because not all values of the independent 
variables are known with certainty.   
 
Developing a futures price forecast model for cotton is 
similar to those developed by Hoffman (2005b) for 
corn, soybeans, and wheat.  We have the nearby futures 
price, monthly and season-average farm price, and 
marketing weights (figure 1).  A futures price 
forecasting model for upland cotton could give SAP 
forecasts and provide a cross-check with USDA’s 
WASDE monthly SAP projections and out-year SAP 
forecasts (usually 1 to 2 years out), all valuable 
information for commodity and policy analysts within 
the U.S. cotton sector.  Furthermore, such forecasts 
could provide an example of the additional 
information’s impact on the accuracy of the futures 
model forecasts throughout the forecast cycle.  Futures 


price models are not directly dependent on   specific 
market fundamentals, but the two approaches 
complement each other in the array of price forecasting 
tools.  The ability to forecast this season-average price 
is important and improved forecast accuracy can 
contribute to improved efficiency within the U.S. 
upland cotton sector. 
 
Objectives  
1. Develop a futures price forecast model for monthly 


forecasts of the U.S. season-average price of upland 
cotton.   


2. Assess the performance of the cotton futures 
forecast model using traditional forecast accuracy 
measures, such as, mean, number of forecasts 
above and below actual, squared error, root mean 
squared error, and mean absolute percentage error 
from monthly season-average price forecasts, 
2008/09 through 2014/15 marketing years.   


3. Assess the performance of the futures model 
forecasts relative to WASDE’s season-average 
price projections.   


4. Assess the performance of the cotton futures model 
forecasts relative to corn futures model forecasts.   


 
Review of Literature 


Futures prices are an unbiased predictor of the cash 
price for a given par delivery location and time period 
when the futures market is efficient (Fama, 1970 and 
1991).  Tomek (1997, p. 42) for instance, argues that it 
is often difficult for structural or econometric models to 
beat a futures price forecast.  This argument has found 
its empirical support in previous literature.   For 
example, Just and Rausser (1981) show that forecasts 
made by several commercial forecasting companies for 
grains, cotton, and livestock products are less accurate 
than futures price forecasts.   
 
A review of pricing efficiency of agricultural futures 
markets by Garcia, Hudson, and Waller (1988) found 
mixed evidence regarding whether forecasting models 
can improve on the forecast performance of futures 
markets. The overall results of these studies are mixed 
depending on the markets examined and the alternative 
forecasting methods.  The expectation is that forecasting 
studies will provide mixed evidence regarding market 
efficiency and trading profitability.  However, whether 
consistent statistically significant results are found 
repeatedly for a given forecasting method is the real 
question.  
 
Kastens and Schroeder (1996) find that Kansas City 
July wheat futures prices in 1947-1995 outperformed 
econometric forecasting. A comprehensive examination 
by Kastens et al. (1998) of major grains, slaughter 







steers, slaughter hogs, feeder cattle, cull cows and sows 
shows that the traditional forecast method of deferred 
futures plus historical basis had the greatest forecast 
accuracy and no improvement can be made by adding 
econometric estimations to the forecasts.  Zulauf and 
Irwin (1997) cite that available evidence on individual-
generated forecasts is largely consistent with an 
efficient market.  Tomek (1997, p. 42) states that 
“futures prices can be viewed as forecasts of maturity-
month prices and the evidence suggests that it is 
difficult for structural or time-series econometric 
models to improve on the forecasts that futures markets 
provide.”   Although a futures price may be an unbiased 
forecast, the variance of forecast error may be large, and 
increases with the forecast horizon.  Therefore, accurate 
price forecasts are a challenge, especially for more 
distant time periods.   
 
Hoffman (1991, 2005) developed a futures based 
forecasting model for the season average price of U.S. 
corn.  The futures-adjusted forecast uses a futures price 
for each of the contracts covering the marketing year 
that adjusts for a monthly basis and monthly marketing 
weight or uses an actual monthly average price, if 
available.  This model performs adequately and is not 
statistically different from the WASDE projections for 
the corn season average price.  In developing this 
model, Hoffman states that price information from 
futures contracts cannot be used to forecast the SAP 
directly as the former only provides a forecast for a 
specific future time at the delivery location. Therefore, 
adjustments are needed in order to convert the futures 
price to a season-average price received by farmers 
throughout the United States.   
 
Major differences exist between using the Hoffman 
model and using a futures price to forecast a price for a 
given location, a given grade, and a specified time 
period.  Three of these differences include the 
following:  first, in Hoffman’s model, the monthly cash 
price received represents an aggregation of different 
grades and thus is different from a specific grade at a 
local elevator or buying station.  However, his model 
uses the futures price for a specific grade to predict the 
season-average cash price received for U.S. producers.  
Secondly, his model does not focus on a given location 
but on an average for the United States.  The monthly 
cash price received represents an average U.S. price 
received by producers, in contrast for a specific 
location. The monthly cash price received represents a 
U.S. average and the basis represents an average for the 
United States, not a specific location.  The cash price 
received by U.S. producers is an aggregation of all 
grades and is collected by the National Agricultural 
Statistics Service.  A monthly national basis is 
computed (cash price received less futures price) and it 


is assumed that the difference in grades will be captured 
by the basis.  Thirdly, Hoffman’s model expands from 
one period, such as harvest, to the entire marketing year 
thus requiring five futures contracts instead of one 
contract.    
 
Projections/Forecasts of the Season-Average Upland 
Cotton Price 


Since the primary focus of this paper is the development 
of a futures based forecasting model for the SAP of 
upland cotton, it is necessary to first understand how the 
actual SAP is constructed.  Each month, the National 
Agricultural Statistics Service (NASS) of USDA 
publishes the monthly upland cotton price received by 
U.S. producers in Agricultural Prices.3  This price is 
based on a monthly survey of U.S. cotton  buyers 
(merchandisers, mills, and others) seeking information 
on the quantity of upland cotton purchased directly from 
U.S. farmers during the month and the cost associated 
with it.  The monthly price received equals the cost 
divided by the quantity purchased.4  In October of each 
year, after the conclusion of the marketing year, NASS 
publishes the cotton SAP received by farmers, which is 
a weighted-average of actual monthly prices.  
 
A typical projection/forecast cycle for the cotton SAP 
begins in May (three months prior to the start of the 
marketing year), and continues through the marketing 
year (August through July), as shown in figure 2.  The 
forecast cycle includes most of the growing season 
(May through August), harvest season (September 
through December), and post-harvest season (January 
through July).  Hence, May (prior to the marketing 
year), August, January, and the second May (during the 
marketing year) are the 1st, 4th, 9th, and 13th 
projections/forecasts of the SAP during a forecast cycle, 
or the 17th, 14th, 9th , and 5th -month ahead 
projections/forecasts, respectively.  
 
While previous research has mainly focused on 
comparing the forecasting accuracy of monthly or 
quarterly forecasts, assessing the forecasting 
performance of the WASDE cotton price projections is 
somewhat different because SAP forecasts are updated 
monthly. Since the forecast cycle for cotton begins in 
May prior to a marketing year and runs through July of 
the following year, an evaluation of this projection 
requires an assessment of 15 monthly forecasts for one 
                                                           
3 Available from 
http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo
.do?documentID=1002 
4 Details available from  
http://www.nass.usda.gov/Surveys/Guide_to_NASS_Surveys/
Prices/Price_Program_Methodology_v11_03092015.pdf 
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forecast cycle. This interesting and unique feature 
allows us to examine how our forecasts/projections 
respond to the new information available in the market.  
 
WASDE Projections 
The WASDE provides monthly projections of the 
upland cotton SAP as well as other commodities. Since 
we will compare the monthly forecasts from the futures 
model with the monthly WASDE projections, it is 
important that we understand how the WASDE 
projections are derived.  Each month, usually sometime 
in the second week, this projection is released as a range 
of the expected price for the corresponding marketing 
year.  An analyst from USDA’s World Agricultural 
Outlook Board (WAOB) chairs the Interagency 
Commodity Estimates Committee (ICEC) for cotton 
comprising representatives from several key USDA 
agencies. The ICEC is responsible for providing supply, 
demand, and price forecasts for cotton.  The process of 
price projections is complex and involves the interaction 
of expert judgment, econometric price forecasting 
models, futures prices, market information, and in-depth 
research by USDA analysts on key domestic and 
international issues. The ICEC relies on Foreign 
Agricultural Service (FAS) attaché reports and analysis 
of foreign commodity developments, Economic 
Research Service (ERS) domestic and foreign regional 
assessments, and NASS U.S. crop and livestock 
estimates. For domestic policy and market information, 
the Board relies on the Farm Service Agency and the 
Agricultural Marketing Service. WAOB and FAS use 
weather analysis and satellite imagery to monitor crop 
conditions. Additional sources of private and public 
information are also considered.5  Since the WASDE 
projections are usually reported as a range of the 
expected price, we use the midpoint of this range as the 
WASDE point forecast of the SAP. 
 
Futures Model Forecasts 
We develop our basic futures forecast model of upland 
cotton’s SAP following the design of Hoffman’s model 
(2005, 2007).  The futures forecasting model consists of 
several components such as futures prices, cash prices, 
monthly basis, and monthly marketing weights.  A 
season-average upland cotton price forecast is computed 
from 12 monthly price forecasts, which are based on 
five futures contracts (October, December, March, May, 
and July) traded throughout the marketing year.  The 
forecast period for each year covers 15 months, 
beginning in May, three months before the start of the 
                                                           
5 More information on how WASDE is prepared can be 
found from the USDA Office of Chief Economist 
website: 
http://www.usda.gov/oce/commodity/wasde/prepared.ht
m. 


crop year and concluding with the last month of the crop 
year, July.  Initially, the season-average price forecast is 
based on monthly futures basis adjusted prices but 
monthly cash prices are used as they become available.  
See for example table 1, the May through September 
forecast period compared to the October through July 
forecast period.  Consequently, the season-average price 
forecast becomes a composite of forecast and actual 
cash prices.  As the season progresses toward the end of 
the marketing year, there are more months with actual 
cash prices and fewer months with forecast prices.  As a 
result, the forecast error is expected to decline as the 
forecast period moves closer to the end of the crop year.   
 
Specifically, the futures adjusted forecast for the upland 
cotton SAP for any marketing year made in month m is 
computed as follows:  
 


𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚 =  �


∑  𝑊𝑊𝑖𝑖�𝐹𝐹𝑖𝑖,𝑚𝑚 + 𝐵𝐵𝑖𝑖�        12
𝑖𝑖=1 for 1 ≤ 𝑚𝑚 ≤ 5                             


 
∑ 𝑊𝑊𝑖𝑖𝑃𝑃𝑖𝑖𝑚𝑚−1
𝑖𝑖=1  +  ∑ 𝑊𝑊𝑖𝑖�𝐹𝐹𝑖𝑖,𝑚𝑚 + 𝐵𝐵𝑖𝑖�12


𝑖𝑖=1         (1)                         
for 6 ≤ 𝑚𝑚 ≤ 15                                                    


                                           


where 1 ≤ 𝑚𝑚 ≤ 5 are the first five months of the 
forecast cycle (May through September, or 17 to 13 
month ahead forecasts), 6 ≤ 𝑚𝑚 ≤ 15 are the next 10 
months of the forecast cycle (October through July, or 
12 to 3 month ahead forecasts), i = 1, 2, 3, …12 
represent August through July for the upland cotton 
marketing year, 𝐹𝐹𝑖𝑖,𝑚𝑚 is the nearby futures price of cotton 
No. 2 traded on the Intercontinental Exchange (ICE)  for 
month i observed in month m, 𝑃𝑃𝑖𝑖  is the actual price 
received by farmers in month 𝑖𝑖,  𝑊𝑊𝑖𝑖 is the computed 
marketing weight for month 𝑖𝑖, and 𝐵𝐵𝑖𝑖  is the computed 
expected basis (farm price less futures price) at month 
𝑖𝑖. 6  (See Appendix 1 for sources of data). 
 
As can be seen, the SAP forecast made in May through 
September is constructed by adjusting the nearby 
futures prices with an expected basis. Information on 
the actual farm price, as available, is included in the 
next 10 months during a forecast cycle. The expected 
basis (𝐵𝐵𝑖𝑖) equals the difference between the farm and 
nearby futures prices in month𝑖𝑖. The basis calculation 
reflects a composite of influencing factors since it 
represents an average of U.S. conditions rather than a 
specific geographic location.7  The monthly marketing 
                                                           
6 An actual monthly cash price is not used until October, the 
6th month of the forecast cycle, because that is the earliest 
month that NASS begins publishing the actual monthly cotton 
price received.  
7 Several factors affect the basis, including local supply and 
demand conditions, transportation and handling charges, 
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weights represent the proportion of the marketing year's 
crop marketed in a given month.  Thus, we convert 
futures prices to a forecast of SAP by including monthly 
cash prices when available, marketing weights, and 
expected basis.  
 
We use the futures settlement price immediately before 
WASDE release to capture the marketing information at 
that time and permit a direct comparison of the value of 
the futures model forecast relative to the WASDE 
projections.  Also, we use a 7-year Olympic average 
monthly basis and monthly marketing weights to aid in 
offsetting the effects of an abnormal marketing year, 
such as 2010/11.8   During the sample period the 
WASDE release time underwent one change.  However, 
no changes were required in the settlement price day 
used.  Our analysis uses the settlement price from the 
day before WASDE release.9   
 


Forecast Evaluation Procedures 


We consider several criteria to evaluate the performance 
of the futures model forecasts relative to the WASDE 
projections.  First, we define the prediction error for a 
given SAP forecast made in month m for marketing 
year t  as,   
 
 𝑒𝑒𝑚𝑚𝑡𝑡    =  (𝑝𝑝𝑡𝑡  −  𝑓𝑓𝑚𝑚𝑡𝑡 ),                                                     (2)                                                                                                             


where, tp  is the actual SAP of year t, and 𝑓𝑓𝑚𝑚𝑡𝑡  is the 
forecast made at month 𝑚𝑚 of the forecasting cycle for 
marketing year 𝑡𝑡 by the futures forecast method.   The 
squared error (SE) can be computed as (𝑒𝑒𝑚𝑚𝑡𝑡 )2, or 
(𝑝𝑝𝑡𝑡  −  𝑓𝑓𝑚𝑚𝑡𝑡 )2.  We also identify the number of times each 
of our forecasts/projections are above or below the 
actual SAP.   Over time knowing whether our 
forecasts/projections are over or under forecasting could 
suggest needed modifications to our model.  We next 
compute the mean error (ME), mean absolute error 


                                                                                           
transportation bottlenecks, availability and costs of storage, 
crop quality, etc. 
8 Similar analyses with corn, soybeans, and wheat have been 
using a 5-year moving average monthly basis and monthly 
marketing weight.  Because of the abnormally volatile prices 
during crop year 2010/11 it was deemed prudent to use a 7 
year Olympic average monthly basis and monthly marketing 
weights.  See figure 1 for an example of crop year 2010/11 
price volatility.    
9 For example the futures closing is at 1:15 pm and as of May 
1994, the WASDE release occurred at 8:30 a.m. Eastern time 
and then in January 2013, the WASDE release occurred at 12 
noon, Eastern Time. From May 2008 forward we used the 
futures settlement price from the day before the WASDE 
release. In both cases our futures settlement price represents 
the futures price before the release of the WASDE projection.  


(MAE), and the root mean squared error (RMSE) for 
each forecast as defined in (3)-(5):  
 
 
Mean Error                                                                 (3) 
 𝑀𝑀𝑀𝑀𝑚𝑚 = 1


𝑇𝑇
 ∑ (𝑝𝑝𝑡𝑡 − 𝑓𝑓𝑚𝑚𝑡𝑡 )𝑇𝑇


𝑡𝑡=1   
 
 Mean Absolute Error                                                 (4)   
 𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚 = 1


𝑇𝑇
 |  ∑ (𝑝𝑝𝑡𝑡 − 𝑓𝑓𝑚𝑚𝑡𝑡 )𝑇𝑇


𝑡𝑡=1  |                                       
 
Root Mean Squared Error                                           (5)   


𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚 =  �
1
𝑇𝑇 
∑ (𝑝𝑝𝑡𝑡 − 𝑓𝑓𝑚𝑚𝑡𝑡 )2𝑇𝑇
𝑡𝑡=1 �


1
2     


 


Mean Absolute Percentage Error                                (6) 


 MAPEm = [ [1𝑇𝑇� �  �𝑝𝑝𝑝𝑝 −  𝑓𝑓𝑚𝑚𝑡𝑡


𝑝𝑝𝑝𝑝
�  �   𝑥𝑥 100] 


𝑇𝑇


𝑡𝑡=1
 


 
where t = 1, 2, … , T for marketing year 2008/09 through 
2014/15  The ME, or more commonly known as the 
forecast bias, measures whether one forecast tends to 
systematically under or over forecast the actual SAP.  
Such a measurement represents the forecast bias, but 
could be misleading due to the offsetting effect between 
positive and negative errors.  For this reason, we also 
include the number of times the forecast was above or 
below the actual SAP.  We also consider the MAE that 
measures the average direction-free magnitude of the 
forecasting errors.  Similarly, RMSE also measures the 
direction-free magnitude of forecast error but places 
larger weights on larger forecast errors.  The MAPE 
relates the error to the actual price.  Both the RMSE and 
the MAPE evaluate the variance of alternative forecasts.   
 
Results 


The sample period considered spans marketing years 
2001/02—2014/15.  Data for marketing years 2001/02 
through 2007/08 are used to construct the 7-year 
Olympic average monthly basis and monthly marketing 
weights, both of which are recursively forward updated 
when new information becomes available.  The forecast 
evaluation period covers the marketing years 2008/09 
through 2014/15.   
 
Table 2 presents the mean error (ME) and mean 
absolute error (MAE) for the SAP for each month’s 
forecast.  The results from table 2 suggest that the 
futures model overestimated the actual SAP on average 
7 out of 15 forecast periods, while WASDE projections 
overestimated the actual SAP in 11 out of 15 forecast 
periods.  However, when checking table 3 we find that 
the futures model provided forecasts above the actual 







SAP in only 26 percent of all forecast periods.10 The 
forecast errors in 2010/11, November through April, 
were quite large for the futures model and overestimated 
actual SAP for that year, thus contributing to mean error 
indicating an overestimate of the actual SAP.  In 
contrast, for 2010/11 WASDE projections also 
generally overestimated but were much smaller than the 
futures forecasts.  Overall, WASDE projections were 
more balanced with 47 percent of its projections above 
the actual SAP, 48 percent of the projections below the 
actual SAP, and 5 percent of the projections equaling 
the actual SAP.  Both forecasting methods provided 
forecasts that tended to be above the actual SAP in the 
first forecast period, May, but for the remaining forecast 
period futures forecasts tended to under estimate the 
SAP, while the WASDE projections tended to become 
more balanced between over and under forecasting. 11  
 
Overall the MAE tends to decline throughout the 
forecast cycle for each forecasting method, reflecting 
availability of additional information (table 2).12  This 
decline was somewhat disrupted for the futures forecast 
errors between November through March because of the 
large errors associated with the 2010/11 marketing year 
during that time.  WASDE projections had the lowest 
MAE early in the forecast cycle (May and June prior to 
the marketing year, or the 17 and 16 month ahead 
forecasts) and again later in the forecast cycle 
(November through July, or the 11 to 3 month ahead 
forecasts).  Futures forecasts had the lowest MAE from 
July through October (15 through 12 month ahead 
forecasts).  Overall, the differences in MAE between 
futures forecasts and WASDE projections for each 
month are range from 0.5 cents/lb. to 6.2 cents/lb.   The 
monthly average of all MAE’s is lower for the WASDE 
projections than the futures forecasts, 5.1 cents/lb. 
compared to 8.6 cents/lb.  
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     


                                                           
10  The futures model tendency to under forecast the actual 
SAP suggests the need for a change in forecasting the 
marketing weights.  The U.S. Government pays for cotton 
storage when the price is below the loan rate ($0.52 cents per 
pound) and when this occurred it appeared to change the 
pattern of marketings for those years.  Whether this action 
affected the monthly basis requires further analysis.    
11 Due to the unusual price volatility of the 2010/11 marketing 
year, further analysis is required that removes this marketing 
year and examines the overall forecasting results of both 
forecasting methods with this year excluded.  
12 Each forecasting method has access to market information 
such as crop progress, planting intentions, acreage reports, 
agricultural prices, crop production, weekly export sales 
reports, and actual monthly exports, etc.  As such, one may not 
expect to find large differences between the WASDE 
projections and futures adjusted forecasts. 


As expected, the RMSEs and MAPEs tend to decline 
throughout the forecast cycle for both forecasting 
methods, futures and WASDE (table 4).   Inferences 
may be made regarding the role of information on 
forecasting accuracy.13 For instance, there was a 
reduction of 1.0 cents/lb. to 3.7 cent/lb. for WASDE 
projections and futures forecasts, respectively, between 
the 16 and 15 month ahead (June and July) forecasts, 
reflecting new crop information such as the June 
acreage report and crop progress report available during 
this period. Continued improvement in forecasting 
accuracy from July to August (the 14 to 13 month ahead 
forecasts), reflects, in part, the availability of further 
information on the new crop’s estimated yield and crop 
progress. Improvement in forecasting performance 
between August and October (14 and 12 month ahead) 
forecasts may be attributed to information concerning 
production of the new crop, and an estimate of the cash 
price received for August that was available to the 
futures forecasts and WASDE projections for October.14  
Additional information about demand factors could also 
contribute to the continued decline in forecast errors for 
the remainder of the forecast cycle, such as the domestic 
mill use or export sales.  As pointed out earlier, the 
futures forecast errors for November through April were 
quite large for the 2010/11 crop year and thus there was 
not a gradual decline in the error but a temporary jump 
and then decline.  
 
Results from table 4 reveal that WASDE projections 
possessed lower RMSEs and MAPEs than the futures 
forecasts during the initial forecast months (May 
through June prior to the marketing year), and again 
later in the forecast cycle (November through July 
during the marketing year). In many of the 15 forecast 
months WASDE projections have lower RMSEs and 
MAPEs than the futures forecasts.  In contrast futures 
forecasts had lower RMSEs and MAPEs than WASDE 
projections during the late growing season and early 
harvest season (August through October  or the 14 
through 12 month ahead forecasts).  Based on a simple 
comparison, futures model forecasts had lower RMSEs 
than WASDE projections in only 3 of the 15 forecast 
periods.  These results are in contrast to Colino and 
Irwin’s (2010) finding that outlook forecasts beat 


                                                           
13 Our study objectives do not include testing the statistical 
significance of the decline in forecast errors between forecast 
periods. However, conducting these tests would provide 
logical follow up work to our study. For recent work on 
estimating the effect of information on prices see Adjemian 
(2012).  
14 Prior to January 2015, there also would have been 
information about the mid-month price for September.  
However, as of January 2015, NASS no longer provides 
information about mid-month prices.    







futures adjusted forecasts in only 2 out of 11 forecasts 
for hogs and 1 out of 7 forecasts for cattle.   
 
Despite the fact that WASDE projections had lower 
RMSEs and MAPEs than futures forecasts for many of 
the forecast periods, statistically significant differences 
are unlikely during the growing and early part of the 
harvest season and also the last three post-harvest 
season forecast months, May through July.  WASDE 
projections clearly had lower RMSEs and MAPEs 
during the November through April period when futures 
forecasts had larger average errors due to the 2010/11 
marketing year.   
 
While informative, RMSEs provide little information on 
how the relative performance between futures forecasts 
and WASDE projections have changed over time. 
Market participants and policymakers would be keenly 
interested to know under what circumstances did futures 
forecasts perform better than WASDE projections, and 
vice-versa. This is of particular importance given the 
increased volatility in cotton prices during 2010/11.  In 
figure 3, we examine the differences in the squared 
errors between futures forecasts and WASDE 
projections for three different forecast months during 
the forecast cycle: May during the growing season (or 
17 month ahead forecast), November during the harvest 
season (or the 11 month ahead forecast), and June 
during the post-harvest season (or the 4 month ahead 
forecast).  
 
As can be seen from figure 3, futures forecast squared 
errors were greater than WASDE’s for 5 out of the 7 
years for each of the three illustrated forecasting 
months.  The differences in squared errors appeared to 
decline for the past 3 years in each of the three forecast 
periods illustrated in figure 3, but were pronounced for 
each of the prior four years.  Figure 3 (A) shows that the 
difference in squared forecast errors was greatest during 
May of 2008, reflecting a period of higher prices 
leading into lower prices, thus altering the model’s 
expected marketing weights for marketing year 2008/09 
and thereby contributing to a larger futures forecast 
error.  For November, figure 3 (B), futures forecasts had 
a much larger squared error than WASDE projections 
for marketing year 2010/11 due to a year with large 
price volatility.   Figure 3 (C), June forecasting month, 
illustrates another large futures squared error relative to 
WASDE in marketing year 2009/10.   
 
When comparing the MAPEs for futures forecasts and 
WASDE projections for cotton with similar forecasts 
for corn (marketing years 2008/09 through 2012/13) we 
find the MAPEs for corn to be nearly double cotton in 
the forecasting periods, May through September period 
(table 5).  Many reasons could account for this 


difference and require further analysis.  For example, 
this larger percentage error for corn could be due to the 
uncertainty with ethanol and feed use plus world crop 
shortfalls.  Also, the marketing years for cotton (August 
through July) and corn (September through August) 
differ slightly.  Also, could there be differences in yield 
forecasting errors?  When comparing both cotton and 
corn futures MAPEs we find cotton MAPEs to exceed 
corn during the forecasting period of November through 
July due primarily to the effects of the large cotton 
forecasting errors associated with 2010/11.  One 
interesting observation is that for both cotton and corn, 
their futures model MAPEs were lower than WASDE 
during the August through October forecasting period.   
 
Summary and Conclusions  


The cotton futures forecasting model is easy to use and 
can provide forecasts of the cotton SAP using futures 
price observations at any time should the need arise.   
Futures model forecast accuracy could be improved 
through more accurate basis and /or marketing weight 
computations.   
 
The futures model RMSEs and MAPEs are greater than 
WASDE’s for many of the 15 forecasting months.  
WASDE has an advantage in that it can adjust forecasts 
on a monthly basis but the futures methodology as 
discussed here remains the same regardless of market 
conditions.   The cotton futures forecast model has quite 
large errors for most of the 2010/11 marketing year and 
consequently this impacts the remaining analysis.  
Futures model forecasts under-estimate actual SAP 74 
percent of the time.  WASDE provides more balanced 
projections, 47 percent above and 48 percent below 
actual SAP, with 5 percent equal to the SAP.    
 
Both forecast methods respond to new crop information.  
Futures model RMSEs decline from 14.8 to 2.1 cents/lb. 
and MAPEs from 19.5 to 2.5 %.  WASDE RMSEs 
decline from 12.1 to 1.2 cents/lb. and MAPEs from 16.1 
to 1.1 percent.  Futures model RMSEs and MAPEs are 
less than WASDE projections for August, September, 
and October (parts of the growing and harvest season).  
MAPEs for corn forecasts/projections are about double 
cotton during the growing and early harvest period.     
 
Additional analysis of the futures forecasting method is 
required.  The 2010/11 results dominate the model 
evaluation so much that it is hard to conclude much with 
that year included.  An updated analysis of this model is 
recommended that excludes the 2010/11 marketing 
year.  A more thorough treatment of the situation 
requires omitting the 2010/11 data from data history, so 
that any moving average calculations would jump over 
that year. 







 
Once this alternative analysis is completed, there is a 
need to improve the accuracy of monthly basis and 
marketing weight forecasts.  One suggestion for the 
basis is to simply bypass basis forecasting and forecast 
the monthly cash price received.  Regarding marketing 
weights more information is needed about the 
government’s storage subsidy; when is it made, its 
duration, and what information is needed to incorporate 
it in marketing weight forecasts.  Also, does this storage 
subsidy have any impact on the monthly basis?  
Information on cotton contracting exists but whether 
this information can be incorporated into the futures 
forecasting methodology needs to be explored.   
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Figure 1: Overview of Upland Cotton Prices and Marketings
Marketings Nearby Futures Farm Price Season Average


Forecasting/Projection Cycle


Marketing Year 


Growing Season Harvest Season Post Harvest Season


Figure 2.  Schematic of Forecasting/Projection Cycle for Upland Cotton Season-Average Price, Including Marketing Year and Crop Seasons


1st projection/forecast =  
17 month ahead 


4th projection/forecast = 
14 month ahead


9th projection/forecast = 
9 month ahead


13th projection/forecast = 
5 month ahead


SAP Estimate
Known 


Source:  USDA, ERS.







 


 
Figure 3.  Squared error (SE) differences (Futures less WASDE) for cotton SAP forecasts made in May (first month 
of growing season), November (during harvest season), and June (during post-harvest season), 2008/09—2014/15  
 
 
 







 
 
 
 
Table 2. Comparison of Forecast Errors from Cotton Futures Price Model with Projection Errors from WASDE, 
Marketing Year Average, 2008/09 through 2014/15 
                  ME (Cents/lb.)                                                   MAE (Cents/lb.) 
Forecast Months 


 
 Futures WASDE  


 
Futures  


 
WASDE  


   
Growing Season (17 Month to 14 Month Ahead Forecasts) 


  May 
 


- 6.4 
 


         - 3.7 
 


12.1 
 


10.3 
June  


 
- 3.3 


 
          - 3.2  


 
12.8 


 
10.6 


July 
 


  0.7                     -1.9 
 


  8.8 
 


  9.3 
August 


 
 1.2 


 
   - 0.9 


 
  6.1 


 
  8.1 


   
Harvest Season (13 Month to 10 Month Ahead Forecasts) 


  September    0.1 
 


          - 0.2 
 


  5.7 
 


  7.0 
October 


 
  1.1 


 
1.3 


 
  4.6 


 
  5.7 


November -1.4 
 


1.9 
 


  9.2 
 


  3.0 
December   0.5 


 
1.6 


 
  7.5  


 
  2.3 


         
Post-Harvest Season (9 Month to 3 Month Ahead Forecasts) 


  January  
 


  -1.0 
 


 0.9 
 


  5.9 
 


  1.9 
February 


 
  -1.7 


 
-0.1 


 
  5.7 


 
  1.3 


March 
 


  -1.8 
 


-0.2 
 


  5.4 
 


  0.8 
April 


 
  -1.1 


 
-0.6 


 
  3.9 


 
  1.0 


May 
 


   0.4 
 


-0.5 
 


  2.2 
 


  0.9 


June  
 


   1.2 
 


-0.4 
 


  1.9 
 


  0.8 


July 
 


   1.7 
 


-0.4 
 


  1.7 
 


  0.7 
         
Note: Shaded area indicates forecasting method with lowest MAE. 
Source: USDA, ERS & WASDE  


Table 1.  Futures Model's Forecast Periods and Derivation of Monthly and Season-Average Price Forecast 
Marketing year monthly price forecasts Season-average price 


Forecast forecast 
Periods Aug Sept Oct Nov Dec Jan Feb Mar Apr May June July 
May 
June
July Futures derived Futures derived
August
September
October
November
December
January
February Composite of futures and cash
March
April
May 
June Actual cash 
July 
Source: USDA, ERS, & NASS. 







Table 3. Number of Forecasts Above or Below Actual:  Futures vs WASDE, Marketing Years, 2008/09 through 
2014/15 
                      Futures                                                                      WASDE  
Forecast Months 


 
 Above   Below    


 
Above   


 
Below   


   
Growing Season (17 Month to 14 Month Ahead Forecasts) 


  May 
 


5 
 


2 
 


5 
 


2 
June  


 
3 


 
4 


 
4 


 
3 


July 
 


3 
 


4 
 


4 
 


3 
August 


 
2 


 
5 


 
4 


 
3 


   
Harvest Season (13 Month to 10 Month Ahead Forecasts) 


  September  2 
 


5 
 


 3 
 


4 
October 


 
3 


 
4 


 
 2 


 
5 


November 1 
 


6 
 


2 
 


5 
December  1 


 
6 


 
2 


 
5 


         
Post-Harvest Season (9 Month to 3 Month Ahead Forecasts) 


  January  
 


1 
 


6 
 


4 
 


3 
February 


 
1 


 
6 


 
3 


 
3 


March 
 


1 
 


6 
 


3 
 


2 
April 


 
1 


 
6 


 
4 


 
3 


May 
 


2 
 


5 
 


4 
 


3 


June  
 


1 
 


6 
 


3 
 


3 
July 


 
0 


 
7 


 
2 


 
3 


         
Sub-total                                         27  78  49  50 
Percent of total   25.7  74.3  46.7  47.6 
 Source: USDA, ERS & WASDE. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







Table 4. Comparison of Forecast Errors from Cotton Futures Price Model with Projections Errors from WASDE, 
Marketing Year Average, 2008/09 through 2014/15 
               RMSE (Cents/lb.)                                                MAPE (Percent) 
Forecast Months 


 
 Futures WASDE  


 
Futures  


 
WASDE  


   
Growing Season (17 Month to 14 Month Ahead Forecasts) 


  May 
 


14.8 
 


12.1 
 


19.1 
 


15.9 
June  


 
14.8 


 
11.9 


 
19.5 


 
16.1 


July 
 


11.1 
 


10.9 
 


14.0 
 


14.5 
August 


 
  7.9 


 
  9.8 


 
 10.1 


 
12.9 


   
Harvest Season (13 Month to 10 Month Ahead Forecasts) 


  September    6.7 
 


  8.5 
 


  8.9 
 


 11.1 
October 


 
  5.1 


 
  6.7 


 
  6.5 


 
  8.6 


November 14.9 
 


  3.7 
 


12.7 
 


  4.5 
December  10.3 


 
  2.7 


 
10.5 


 
  3.4 


         
Post-Harvest Season (9 Month to 3 Month Ahead Forecasts) 


  January  
 


  9.7 
 


  2.3 
 


 7.9 
 


  2.6 
February 


 
10.2 


 
  1.6 


 
 7.5 


 
  2.0 


March 
 


  9.8 
 


  1.1 
 


 7.3 
 


  1.2 
April 


 
 6.9 


 
  1.2 


 
 5.2 


 
  1.4 


May 
 


  2.8 
 


  1.2 
 


 3.0 
 


  1.3 


June  
 


  2.2 
 


  1.2 
 


 2.7 
 


  1.1 


July 
 


  2.1 
 


  1.2 
 


 2.5 
 


  1.1 
         
Note: Shaded area indicates forecasting method with lowest RMSE or MAPE.   
Source: USDA, ERS & WASDE. 
 


 


 


 


 


 


 


 


 


 







Table 5. Comparison of Errors from Cotton and Corn Futures Forecasts and WASDE Projections, Marketing Year 
Average, 2008/09 through 2012/13   
        Cotton MAPE (Percent)                                      Corn  MAPE (Percent) 
Forecast Months 


 
 Futures WASDE  


 
Futures  


 
WASDE  


   
Growing Season (17 Month to 14 Month Ahead Forecasts) 


  May 
 


13.9 
 


12.0 
 


26.4 
 


24.0 
June  


 
15.8 


 
12.0 


 
31.7 


 
26.4 


July 
 


12.0 
 


11.2 
 


21.8 
 


19.8 
August 


 
 7.8 


 
10.0 


 
15.8 


 
17.6 


   
Harvest Season (13 Month to 10 Month Ahead Forecasts) 


  September   7.4 
 


9.0 
 


15.8 
 


16.7 
October 


 
5.0 


 
7.7 


 
  4.1 


 
 9.4 


November        10.9 
 


3.4 
 


  4.5 
 


 5.4 
December  8.5 


 
2.3 


 
  3.8 


 
 2.4 


         
Post-Harvest Season (9 Month to 3 Month Ahead Forecasts) 


  January  
 


6.7 
 


1.8 
 


  3.1 
 


 3.6  
February 


 
6.9 


 
1.4 


 
  3.0 


 
 3.4 


March 
 


6.7 
 


0.9 
 


  2.6 
 


 2.0 
April 


 
4.9 


 
1.2 


 
  3.5 


 
 1.9 


May 
 


2.5 
 


1.1 
 


  3.1 
 


 1.7 


June  
 


2.0 
 


1.1 
 


  3.6 
 


 1.9 
July 


 
1.6 


 
1.0 


 
  1.0 


 
 0.6 


         
Note: Shaded area indicates forecasting method with lowest MAPE. 
Source: USDA, ERS & WASDE.   
 
 


 


 


 


 


 


 


 


 


 







Appendix 1:  Data and Their Sources 


 


Actual Cotton SAP -- Various issues of NASS Agricultural 


Prices, http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002 


WASDE SAP Projections – Various issues of the USDA’s World Agricultural Supply and Demand Estimates 


(WASDE) reports, http://www.usda.gov/oce/commodity/wasde/ 


Futures Adjusted Forecasts of SAP  


(1) Nearby futures prices – Cotton # traded on the Intercontinental Exchange 


(ICE) https://www.theice.com/market-data 


(2) Actual monthly cotton prices received by producers – Various issues of NASS Agricultural 


Prices http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002 


(3) Basis – Monthly average cash prices minus nearby monthly average futures prices, calculated by the 


authors, 7-year Olympic average 


(4) Marketing weights -- 7-year Olympic average of monthly marketing weights.  Various issues of NASS 
Agricultural Prices http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002 


The sample period considered is 2001/02 – 2014/15. Data for the first seven marketing years (2001/02—2007/08) 
are used to construct the initial basis (7-year Olympic average) and 7-year Olympic average marketing weights, both 
basis and marketing weights are recursively forward updated when new information becomes available. The forecast 
evaluation period covers the marketing years 2008/09 through 2014/15, or 7 observations for each month during the 
forecast cycle. 
 


 
 
 



http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002

http://www.usda.gov/oce/commodity/wasde/

https://www.theice.com/market-data

http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002

http://usda.mannlib.cornell.edu/MannUsda/viewDocumentInfo.do?documentID=1002



		Isengildina-Massa, Olga and Stephen MacDonald, 2009.  U.S. Cotton Prices and the World Cotton Market: Forecasting and Structural Change.  Economic Research Report 80, U.S. Dept. of Agriculture, Economic Research Service, September

		Kastens, T.L., Jones, R., Schroder, T.C., 1998. Futures-based price forecasts for agricultural producers and businesses. J. Agric. Res. Econ. 23, 294-307.



L. Hoffman, L. Meyer
File Attachment
Forecasting the U.S. Farm Price of Upland Cotton: Evaluating the Use of Futures Prices



Forecasting GDP 
Session Chair:  Melissa Kovalick, U.S. Department of the Treasury 

Do Advance Estimates Affect Future GDP Growth? The Role of Recessions 
Xudong Guo, George Washington University, Tara M. Sinclair, George Washington University 

In this paper we study the predictive power of the first announcements, latest available output growth rate and the state of 
economy on the future output growth rate.  Recent literature suggests that first announcements of real output growth has 
predictive power on future growth, while we find that first announcements per se may not have enough evidence to 
predict output growth rate in the future when the recessions are taken into account.  Most predictive power lies in the state 
of economy, whether recession or not. It is the recession features in the first announcement that have the predictive power. 

Forecasting the USD/CNY Exchange Rate under Different Policy Regimes 
Yuxuan Huang, George Washington University 

The USD/CNY exchange rate exhibits very different pattern in different periods as it changes wildly from one period to 
another according to the economic reforms and policies.  This paper compares the performance of six different forecasting 
models of USD/CNY exchange rate under three different forecast scenarios from 2005-2014.  In particular, the paper 
focuses in answering the following questions.  (i) Which model has the best forecast when the regimes change?  (ii) 
Which model has the best forecast within the appreciation channel (no change in regime)?  (iii) Can forecasting 
robustifications help?  The results of both dynamic forecast and one-step forecast do not point to any given model being 
very successful for all the forecast scenarios. In most cases, the intercept-correction robustifications improve the forecast 
performance in both dynamic forecast and one-step forecast. 

Bias and Inefficiency in the Fed’s International Greenbook Forecasts 
Neil R. Ericsson, Federal Reserve Board, Emilio J. Fiallos, Rutgers University, J E. Seymour, Federal Reserve Board 

Stekler and Symington (2015) apply a textual analysis to the minutes of the FOMC meetings over 2006-2010.  From their 
analysis, Stekler and Symington construct quantitative indexes that gauge the FOMC's views on the current and future 
strength of the U.S. economy.  The current paper shows that these indexes very closely track the current-quarter and one-
quarter-ahead Fed staff Greenbook forecasts of the U.S. real GDP growth rate.  Stekler and Symington's indexes provide a 
proximate mechanism for inferring Greenbook GDP forecasts, well in advance of the public release of the Greenbook. 

2015 Federal Forecasters Conference 23 Papers and Proceedings

vhamiwschelk
Highlight




 


Do Advance Estimates Affect Future GDP Growth? The Role of Recessions 
Tara M. Sinclair and Xudong Guo 


The George Washington University 
Department of Economics 


Washington, DC 
 
Abstract 


In this paper we study the predictive power of the first 
announcements, latest available output growth rate and 
the state of economy on the future output growth rate. 
Recent literature suggests that first announcement has 
predictive power on future growth, while the latest 
available output growth does not. We find that first 
announcements per se may not have enough evidence 
to predict output growth in the future when the 
recessions are taken into account. Most predictive 
power lies in the state of economy, whether recession 
or not.  


1. Introduction 


In recent years, there has been considerable degree of 
interest in the issue of how people respond to 
imperfect data revisions and the relationship of 
revisions to the business cycle. In order to forecast the 
future of the economy, it is better to know the past 
latest available growth rate and the past performance 
of economy perceived by the agents. Croushore and 
Scholar (2009) emphasize the importance of the 
real-time data and indicate the perspective of using the 
real-time data. Agents perceive only the real-time data, 
they don't know the revised data several years later. So 
agents have no choice but to use real time data to 
forecast the future.  


Rodriguez-Mora and Schulstad (2007) introduced first 
announcement into the auto-regression model, using 
data from 1967 to 1991 to study its effects on output 
growth. They stated that agents would claim react to 
the information about the economy they have and 
adjust their behavior, thus affecting the future 
economy. Therefore, if first announcements are taken 


into account, then the latest available output has no 
predictive power. All the predictive power lies in the 
first announcements. We at first replicate their paper 
using an extended period from 1965 to 2014 to explore 
whether this relationship found in their paper still exist. 
We find that if we use the same model as they used, 
then we have similar results. It seems that their result 
is very powerful. However, there are some different 
arguments. Many people don't believe that it is true. 
For example, Clements and Galvao (2010) 
investigated the nature of data revisions, given that the 
first announcements are considerably different from 
the latest available value, and stated that the effect of 
first announcements on the future course of the 
economy need not point to a behavioral relationship. 
Instead, this relationship is just a by-product of the 
data revision process.  


In this paper, we are thinking about a different story. 
Our idea is that the data revision process might be 
different in recession compared with expansion. Thus 
we are basically splitting sample by introducing a 
recession dummy variable to explore whether agents' 
reaction is different in recession compared with in 
expansion. When we first look at the data, we find that 
data are revised a lot in both recession time and 
non-recession time. The first announcement and latest 
available value are substantially different, even they 
have different sign (e.g.Aruoba (2008)). Moreover, we 
find that the estimates of growth rate are more 
inaccurate in recession than in normal time, so agents’ 
behavior may not be the same when they are in a 
recession. The mean absolute error is larger for 
recession dates than non-recession dates. Therefore, it 
is important to take the state of the economy into 
account because recessions may have different effect 







 


on the future output growth. 


In order to separate the effect of announcement and the 
effect of recession, we introduce a recession dummy 
into the model, and find that whether the economy in 
the recession or not has a great amount of predictive 
power on the output growth in the future. We develop 
two models using different timing of recession dummy. 
First, we use the same timing for the announcement 
and the recession variable in model I. It means that if 
agents perceive the announcement and the state of the 
economy, what is the predictive power for these two 
variables respectively. Then we find that a recession 
this quarter has great predictive power for next 
quarter's growth rate, while the first announcement has 
little predictive power if we know the state of 
economy.  


Then we update the timing of recession by one period 
in order to study if recession would occur in the future 
period, how much the future growth rate could be 
predicted by the current first announcement. We find 
that if we knew future economic status, whether we 
will be in recession or not, the future growth rate is not 
affected by the current first announcement. Both 
models imply that it is not about the first 
announcements or the latest available values that could 
predict the future growth rate. It is the recessions that 
have a strong explanation for the future course of the 
economy. The predictive power of first announcement 
in Rodriguez-Mora and Schulstad (2007) disappears, 
instead the recession takes over the power on the 
future output growth. We think there may be an 
omitted variable bias in the Rodriguez-Mora and 
Schulstad (2007) results since the coefficient on first 
announcement drops dramatically to nearly zero and 
becomes insignificant when the recession dummy is 
taken into account. 


Since already including lagged latest available data, 
adding in the recession dummy is an ex post analysis. 
We use this ex post analysis to explore whether agents 


really react to the first announcements and what 
people really care when they have information about 
the economy. Also, this analysis gives us a sense to 
build up an ex ante analysis and a motivation to 
investigate why would recession be correlated with the 
first announcement. In the later part of this paper, we 
would like to show a threshold behavioral story in 
which agents may have a threshold and they may have 
different reaction when the first announcement of 
growth rate below that threshold compared with above 
the threshold.  


The next section is the description of the data we used. 
We update the data to the third quarter of 2014, and 
add sample period ranges from 1965 to 1967. In 
section 3, we reproduce the main idea of 
Rodriguez-Mora and Schulstad (2007) by using the 
updated data. Then we use two models with the 
recession dummy to analyze the effect of 
announcements, latest available value and recession on 
the future growth rate in section 4. In section 5, we 
would like to discuss the threshold story as an ex ante 
analysis. Section 6 offers the conclusion. 


2. Data 


We use the Real-Time Data Set for Macroeconomists 
from the Federal Reserve Bank of Philadelphia.  The 
data set consists of vintages, or snapshots, of time 
series of major macroeconomic variables. It can be 
used by macroeconomic researchers to verify 
empirical results, to analyze policy, or to forecast 
evaluate. New vintages are added shortly after the 15th 
day of the middle month of each quarter.1 The sample 
period ranges from 1965: Q3 to 2014: Q3. The output 
from July 1965 to July 1991 are measured by the real 
GNP. After October 1991, the national accounting 
system shifted to report the GDP. We use the whole 
sample period from 1965 to 2014 because the GDP 


                                                             
1 From July 1965 to October 1966, the first announcements 


are published two month after the end of that quarter. 







 


and GNP are quite similar in U.S., and we focus on the 
output growth rate.2 


The first announcements are the estimate published 
within one month after the end of the quarter. These 
numbers are revised and republished every month for 
several years. The latest available value of the growth 
is the most recent estimate of each quarter before.  


Table 1 shows some examples of data release. We can 
see that data change a lot in both recession period and 
non-recession period. Also, data revision can be 
occurred in both directions. In Figure 1, we plot the 
latest available growth rate versus the first 
announcement. Non-recession periods marked by dot, 
and recession periods marked by cross. Clearly, the 
crosses disperse much more than dots, which means 
that the first announcement and latest available output 
growth rate differ substantially, especially in the 
recession periods. The mean absolute error for 
non-recession dates is 1.54, while for recession dates 
is 1.94.  


We present descriptive statistics of these variables in 
Table 2. We define the recession periods as the NBER 
recession dates. From table 2, we also find that the 
first announcement is not accurate. First 
announcement often underestimate the latest available 
value on average. However, the standard deviation of 
growth rate in recession periods is larger than in 
non-recession periods. Figure 2 shows the first 
announcement, latest available growth rate and the 
recession periods. Figure 3 shows the difference 
between the first announcement and latest available 
value.  


 


                                                             
2 There is one missing data point, which is the fourth 


quarter of 1995. We don’t have the first announcement data for 


that quarter because of government shutdown. So we use the 


announcement released two month after the end of the quarter. 


3. Model without recession dummy 


In this section, we use the updated sample to 
reproduce the idea of Rodriguez-Mora and Schulstad 
(2007). They argued that if the announcements are not 
taken into account, then the lagged latest available 
growth rate has significant predictive power. Once we 
consider the first announcements, then all the 
predictive power lies in the first announcements, but 
not in the latest available growth rate. They assumed 
the latest available growth rate as the final 
comprehensive estimate of quarterly GNP, which is 
published several years later. They used several 
different set up to argue that the first announcements 
have the predictive power while the lagged latest 
available growth rate do not. We will use the similar 
procedure to examine the predictive power of the first 
announcements and the lagged latest available value 
while using the updated data. 


Letting 𝒈𝒈𝒕𝒕 denote the latest available growth rate at 
period t. 𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕 denotes the first announcement of 
period t-1. The basic model of the time series of the 
latest available real output growth is 


𝒈𝒈𝒕𝒕 = 𝜶𝜶𝟎𝟎 + 𝜶𝜶𝟏𝟏𝒈𝒈𝒕𝒕−𝟏𝟏 + 𝝐𝝐𝒕𝒕           (1) 


Rodriguez-Mora and Schulstad (2007) added the 
announcements to the model, then 


𝒈𝒈𝒕𝒕 = 𝜶𝜶𝟎𝟎 + 𝜶𝜶𝟏𝟏𝒈𝒈𝒕𝒕−𝟏𝟏 + 𝜶𝜶𝟐𝟐𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕 + 𝝐𝝐𝒕𝒕      (2) 


We use the updated sample periods from 1965 to 2014 
for the above equations. The results are presented in 
Table 3. we find the latest available growth rate is 
significant for equation (1) (column 1), then we added 
the announcements to the model, using equation (2), 
then the coefficient on the lagged latest available 
growth rate becomes insignificant, but the coefficient 
on the first announcements is significant (column 2). 
This is the similar result as Rodriguez-Mora and 
Schulstad (2007). Then we make some transformation 
for the regression to see the robustness as they did. 







 


𝒎𝒎𝒕𝒕−𝟏𝟏
𝒕𝒕  denotes the measurement mistake. It shows the 


gap between the latest available growth rate and the 
first announcements value. 


𝒎𝒎𝒕𝒕−𝟏𝟏
𝒕𝒕 = 𝒈𝒈𝒕𝒕−𝟏𝟏 − 𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕  


It is worthwhile to use the best linear estimation of the 
announcements, which is pointed by Runkle (1998). 
Then we define  𝒉𝒉𝒕𝒕−𝟏𝟏𝒕𝒕 = 𝜸𝜸�𝟎𝟎 + 𝜸𝜸�𝟏𝟏𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕 , where 
𝜸𝜸�𝟎𝟎 and 𝜸𝜸�𝟏𝟏R comes from the linear regression of latest 
available growth rate the announcements:  


𝒈𝒈𝒕𝒕 = 𝜶𝜶𝟎𝟎 + 𝜶𝜶𝟏𝟏𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 + 𝒆𝒆𝒕𝒕 


And then we mark 𝒆𝒆𝒕𝒕−𝟏𝟏𝒕𝒕 = 𝒈𝒈𝒕𝒕−𝟏𝟏 − 𝒉𝒉𝒕𝒕−𝟏𝟏𝒕𝒕  as the 
innovation like Rodriguez-Mora and Schulstad (2007). 


Column (3) to column (11) show the results. All the 
numbers are similar in terms of magnitude and 
significance by comparing with the results from 
Rodriguez-Mora and Schulstad (2007). Therefore, It 
seems like it is the announcement that has the 
predictive power for future output growth. Then we 
want to explore more about the issue. What if we 
consider the recession in the model? We have larger 
gap between the latest available growth rate and the 
first announcement in recessions. Moreover, if as the 
channel argued by Rodriguez-Mora and Schulstad 
(2007), people should have different behavior in 
recessions. So in the next section, we consider the 
state of economy in the model, using two models to 
analyze the predictive power of first announcements, 
latest available growth rate and recession. 


4. Model with recession dummy 


We use two models of different timing for the 
regression equation. Model I, we use current first 
announcement and economic status to forecast the 
future growth rate. We find that a recession today has 
great predictive power for the growth rate in the future, 
while the announcements have little predictive power 
for the future growth rate. Model II is adjusted by 
updating the timing of recession by 1 period, which is 


in order to examine if current first announcement 
could affect future growth rate given the future 
economic status. We find that future growth rate is not 
affected by current first announcement conditional on 
the future economic status.  


The main model used by Rodriguez-Mora and 
Schulstad (2007) is equation (2), which did not include 
the recession variable. We introduce the recession 
variable following the NBER recession dates for the 
model, and study the influence of recession on the 
forecasting. 𝒓𝒓𝒕𝒕 denotes the state of economy at time t, 
which is a dummy variable. It is marked by 1 when the 
period is in recession.  


𝒈𝒈𝒕𝒕+𝟏𝟏 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒈𝒈𝒕𝒕 + 𝜷𝜷𝟐𝟐𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 + 𝜷𝜷𝟑𝟑𝒓𝒓𝒕𝒕 + 𝜷𝜷𝟒𝟒𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 ∗
𝒓𝒓𝒕𝒕 + 𝜷𝜷𝟓𝟓𝒈𝒈𝒕𝒕 ∗ 𝒓𝒓𝒕𝒕 + 𝜺𝜺𝒕𝒕+𝟏𝟏      (3) 


Where the dependent variable is future latest available 
growth rate, and independent variables are current 
latest available value, the first announcement, 
recession and interaction terms. This model is about 
being in recession in current period. Recession in this 
model is at period t. It could be explained as that if 
current period is in recession, and agents will use the 
information including the first announcements and 
economic status to forecast the future output growth 
rate. 


In Table 4, we find that column (2) is very powerful 
and all other specifications of the model support the 
result of it. In column 2, we find that the coefficients 
on the latest available value and the first 
announcement are not significant, even at 10% level. 
The most powerful factor that affect the future growth 
is the recession, which is strong and significantly 
negative. The coefficient on the recession, 𝜷𝜷𝟑𝟑 , is 
about -3. We also find from column (2) to column (4), 
the coefficient on the recession variable changes little. 
Therefore, if the current period is in recession, then the 
future growth rate will be lower. Then we use more 
specifications like AR (2) models to test the effect of 
recession, we find consistently that the most powerful 







 


factor that affect the future growth rate is the recession 
variable in terms of significance and magnitude. In 
contrast to the Rodriguez-Mora and Schulstad (2007) 
results, we find that first announcements per se may 
not be a major effect on the future growth rate. Instead, 
the state of economy, whether we are in recession or 
not, take over the predictive power. The predictive 
power of the first announcement becomes dim. The 
coefficients on the first announcement through column 
(2) to column (7) are small; some of them are not 
significant, some of them are only significant at 10% 
significant level. We know, in the model, that the 
effect of first announcement in non-recession periods 
is solely presented by the coefficient 𝜷𝜷𝟐𝟐 , and in 
recession periods it is represented by 𝜷𝜷𝟐𝟐+𝜷𝜷𝟒𝟒. Then 
we check the predictive power of the first 
announcement in recession periods by test whether 
𝜷𝜷𝟐𝟐+𝜷𝜷𝟒𝟒R is equal to zero. The result shows that it is 
insignificant. That is, we cannot reject that the effect 
of first announcement on the output growth in 
recession is zero, even at 10% level. It implies that 
first announcement has no predictive power in 
recession time as well. To sum up, this model shows 
that if recessions are taken into account, first 
announcements has little predictive power, especially 
in recession dates. The major factor in forecasting 
future growth is the state of economy. It is recession 
that matters the output growth in the future. 
Furthermore, that the coefficient on first 
announcement drops significantly when we consider 
the state of economy implies that the result of 
Rodriguez-Mora and Schulstad (2007) is involved 
with an omitted variable bias. The omitted variable in 
this case is being recession dummy.  


Then we explore the following model, model II, to test 
how well the future growth rate could be predicted by 
the current growth rate, if we knew recession will 
occur in the next period. We updated recession by one 
period in the right hand side of the model, then we got: 


𝒈𝒈𝒕𝒕+𝟏𝟏 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒈𝒈𝒕𝒕 + 𝜷𝜷𝟐𝟐𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 + 𝜷𝜷𝟑𝟑𝒓𝒓𝒕𝒕+𝟏𝟏 + 𝜷𝜷𝟒𝟒𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 ∗


𝒓𝒓𝒕𝒕+𝟏𝟏 + 𝜷𝜷𝟓𝟓𝒈𝒈𝒕𝒕 ∗ 𝒓𝒓𝒕𝒕+𝟏𝟏 + 𝜺𝜺𝒕𝒕+𝟏𝟏      (4)  


Where the dependent variable is future latest available 
growth rate, and independent variables are current 
latest available value, first announcement, and future 
economic status and interaction terms.  


Table 5 shows the results. We find only the 
coefficients on the recession dummy, 𝜷𝜷𝟑𝟑 R are 
significant through column (2) to column (11). Other 
explanatory variables, including first announcement, 
latest available value, and the interaction terms are 
mostly insignificant. This result also emphasize the 
effect of recession on the output growth rate. As 
shown from column (1) to (4), when we add the 
recession dummy into the model, the significance of 
the first announcement fade away. We then check𝜷𝜷𝟐𝟐 +
𝜷𝜷𝟒𝟒 , and find that the first announcements have no 
predictive power when we are in the recession either. 
Then we extended to the AR (2) model, we find 
similar results.  


Model I and Model II have similar results; they both 
states that the recession matters when forecasting the 
output growth rate in the future. There are weak 
evidences for the first announcement per se and latest 
available output growth in forecasting future growth. 
These results may be surprise at first glance since it is 
opposite to the Rodriguez-Mora and Schulstad (2007). 
We think that their results are involved with an omitted 
variable bias issue. In our case, when we add the 
recession dummy into the model, the coefficient on 
first announcement drops to nearly zero. We 
intuitively demonstrate it with graphs. Figure 4 shows 
the relationship between the first announcement on t 
and the latest available growth rate on t+1 using whole 
sample period. There is a positive correlation, as the 
column (1) of Table 5 shows. Then we add a recession 
dummy to the equation (2) to separate the effect of 
recession from the first announcement in equation (2). 
Intuitively, we draw two graphs. Figure 5 shows the 
relationship between future latest available growth rate 







 


and current first announcement in recession dates, and 
figure 6 shows the relationship in non-recession dates. 
The dashed lines are showing the 95% confidence 
interval. We merely find a very weak correlation 
between the future latest available value and the 
current first announcement in either case. This is in 
accord with the result presented on column (2) of 
Table 5, which shows that the predictive power lies 
only on the recession variable. The predictive power 
of first announcement that Rodriguez-Mora and 
Schulstad (2007) found almost disappear. Instead, it in 
actually should be recession that has a great power. 
Therefore, if given the recession status, then the 
growth rate are almost given whether the previous 
growth rate is. In other words, the growth rate in 
expansion periods has its "certain" high level, and it 
has a low "certain" level. There may be still some 
features in the first announcement have the predictive 
power in forecasting future output growth, however, 
the role of recession is very important . These two 
models are ex post analysis which give us a sense that 
if we want to improve the accuracy of forecasting, it is 
better to extract the information from first 
announcements that could signal the state of economy. 
In the following part, we are trying a simple threshold 
model for an ex ante analysis. 


5. Threshold Behavior Theory 


We have discussed the important role of economic 
status in the previous ex post analysis. In this part, we 
are trying some threshold models as an ex ante 
analysis in predicting future growth. Agents should 
have an ex ante perception about the state of economy, 
so there may be a threshold that agents’ behavior 
might be different when the first announcement of 
growth rate below the threshold compared with above 
it. That is, could we find a simple threshold in the 
preliminary number that we could use to predict GDP 
next quarter? We will try different alternative 
thresholds and do out-of-sample analysis in order to 
find which threshold matches data better. We try 


thirteen thresholds from -1.5% to 4.5% output growth 
rate. Table 6 shows the distribution of observations in 
each group for first announcement. There are few 
observations of growth rate that less than 1.5% in our 
whole sample and 4.5% is a high threshold 
assumption.  


At first, we use a simple model that consists only one 
independent variable to decide which threshold can 
match data better, and compare them to the recession 
dummy model. The threshold models are 𝒈𝒈𝒕𝒕+𝟏𝟏 =
𝜸𝜸𝟎𝟎 + 𝜸𝜸𝟏𝟏𝒙𝒙𝒕𝒕 + 𝝐𝝐𝒕𝒕+𝟏𝟏 , where x = {threshold, recession, 
first announcement}. We only can use static 
pseudo-out-of-sample forecasting here, and compare 
the RMSE. The estimation period ranges from 1964q3 
to 2000q4 in this case, so the forecasting sample is 
from 2001q1 to 2014q3. Table 7 shows the comparison 
of RMSE of each thresholds, recession and first 
announcement. We find that the 3.5% threshold model 
has the smallest RMSE among all threshold models, 
but it is still larger than the recession model and first 
announcement model. In fact, the recession model has 
the lowest RMSE, even lower than the first 
announcement model. 


As shown in table 8, the DM (Diebold-Mariano) test 
implies, however, that all threshold models are not 
quite different. That is, thresholds cannot tell more 
information about the economy than recession. 
Therefore if we use threshold as the only indicator for 
the forecasting, then no matter what value of threshold 
we choose, the RMSE is larger than the recession 
model and the first announcement. The recession 
model also has lower RMSE than the autoregressive 
model that use the latest available growth rate. It 
seems that the model using only recession as the 
indicator is relatively better than other models in terms 
of RMSE. Figure 7 shows the graph of forecasts in 
two models: the recession model and the first 
announcement model. Since only one independent 
variable in the right hand side, their forecasting lines 
do not match the latest available value of growth rate 







 


very well. Besides, the two cases apparently have 
different forecasts though the RMSE are similar 
between them. We can see that first announcement 
model is hard to depict the recession period. Although 
the recession model has higher and more inaccurate 
forecasts in expansion period than the first 
announcement model, the root mean squared 
forecasting error of the recession model is smaller than 
the first announcement model. It also emphasize the 
role of recessions in predicting future output growth. 


It is seems that an ex post analysis is often better than 
ex ante analysis. But this is not case if there is no 
recession in the forecasting sample. We use another 
range for estimation sample. We extended the 
estimation sample to 2010q4, then our forecasting 
sample now is from 2011q1 to 2014q3. There is no 
recession period as we know in this forecasting sample. 
Table 9 shows that the recession model does not have 
the lowest RMSE anymore since this model is constant 
without recession, neither the first announcement 
model. Therefore, the RMSE may be very sensitive to 
the selected forecasting sample. 


Second, we use a more complicated model that include 
lagged first announcement and lagged latest available 
value of growth rate. The models are 𝒈𝒈𝒕𝒕+𝟏𝟏 = 𝜸𝜸𝟎𝟎 +
𝜸𝜸𝟏𝟏𝒈𝒈𝒕𝒕 + 𝜸𝜸𝟐𝟐𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 + 𝜸𝜸𝟑𝟑𝑿𝑿𝒕𝒕 + 𝜸𝜸𝟒𝟒𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 ∗ 𝑿𝑿𝒕𝒕 + 𝜸𝜸𝟓𝟓𝒈𝒈𝒕𝒕 ∗ 𝑿𝑿𝒕𝒕 +
𝝐𝝐𝒕𝒕+𝟏𝟏 , where X means the thresholds, first 
announcement and recession. We find the recession 
model is worse than some thresholds in terms of 
RMSE. Moreover, it is worse than the above simple 
recession model. However, all these threshold models, 
first announcement model and recession model are not 
significantly different at 10% level according to the 
DM test. 


We conclude that the threshold models might be hard 
to depict the recession features, which might be 
because the definition of the recession is not totally 
rely on the value of the output growth rate. Table 2 
shows that the latest available growth rate in recession 


time can be large up to 4.67%, which is larger than the 
mean growth rate in non-recession time. So although 
thresholds models may have better estimates in 
expansion periods, they are crushed when there are 
potential recession periods in the future. Therefore, we 
think that although recession is hard to predict, the 
recession features might be the part in the first 
announcement that people could respond much and 
thus affecting the future economy. Threshold models 
might be too simple to describe the agents’ perception 
and reaction.  


6. Conclusion 


In this paper, we first use two ex post models to study 
the predictive power of first announcement, latest 
available value and the recession. When we consider 
the state of the economy, like including the recession 
dummy variables, then the predictive power of first 
announcement fade away. All the predictive power lies 
in the state of the economy, whether we are in 
recession or not. If the recession occurs in the current 
period, then the future output growth rate could be 
lower. If we are in the recession, then both the first 
announcement and the latest available value don’t 
have strong predictive power. Then we explore a 
simple threshold behavioral story, and we find that 
recession is more complicated than just a threshold. 
Even thresholds model and first announcement model 
might have a better estimate in expansion period, but 
even a simple recession model that consists only the 
dummy variable have a lower root mean squared 
forecasting error just because it depict the recession 
better than other models. Therefore, the threshold 
behavioral story is in actually implies the importance 
of recession in predicting future output growth rate. 
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Figure 3: The difference between first announcement and latest available value 
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Figure 4: Latest available growth on t+1 versus the first announcement on t in 
whole sample 
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Figure 5: Latest available growth on t+1 versus the first announcement on t in 
recession periods 
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Figure 6: Latest available growth on t+1 versus the first announcement on t in non-
recession period 
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Figure 7: Forecasts in the two cases: recession only and first announcement only 
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Table 1: Examples of Data Releases 


Date First announcement Latest available 
growth rate 


Recession Difference 


1978q2 7.404 16.482 no 9.0781 
2000q1 5.391 1.167 no 4.2234 
2008q4 -3.804 -8.186 yes 4.3827 
1975q2 -0.307 3.12 no 3.4268 
2008q1 0.597 -2.702 yes 3.2991 


 


Table 2: Descriptive statistics 


 Total  Recession time Non-recession time 


 First 
announcement 


True 
growth 


First 
announcement 


True 
growth 


First 
announcement 


True 
growth 


Mean 2.56 2.97 -1.67 -1.26 3.44 3.85 
Standard 
deviation 


3.07 3.41 3.36 3.2 2.14 2.73 


Min -10.37 -8.19 -10.37 -8.19 -3.26 -2.89 
Max 11.16 16.48 1.98 4.67 11.16 16.48 
Observations 197 197 34 34 163 163 


 


Table 3: Model without recession dummy 
Dependent variable: 


true growth 


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 


Constant 1.98** 1.83** 1.57** 1.83** 1.83** 1.50** 1.57** 1.89** 1.57** 1.89** 1.57** 
 (0.30) (0.31) (0.34) (0.31) (0.31) (0.35) (0.34) (0.30) (0.34) (0.30) (0.34) 
Lagged true growth 0.32** 0.08 0.08 0.42**   0.46**     
 𝒈𝒈𝒕𝒕−𝟏𝟏 (0.07) (0.11) (0.11) (0.07)   (0.08)     
First announcement 


on t-1 


 0.34**   0.42**   0.41**  0.41**  


 𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕   (0.12)   (0.07)   (0.07)  (0.07)  
Best linear guess   0.38**   0.47**   0.46**  0.46** 
 𝒉𝒉𝒕𝒕−𝟏𝟏𝒕𝒕    (0.14)   (0.08)   (0.08)  (0.08) 
Announcement 


mistake 


   -0.34** 0.08 0.08      


 𝒎𝒎𝒕𝒕−𝟏𝟏
𝒕𝒕     (0.12) (0.11) (0.11)      


Innovation       -0.38** 0.08 0.08   
 𝒆𝒆𝒕𝒕−𝟏𝟏𝒕𝒕        (0.14) (0.11) (0.11)   
Sample Size 196 196 196 196 196 196 196 196 196 196 196 
Adjusted R2 0.10 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
Root MSE 3.22 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 







 


 
 


Table 4: Results of Model I 
Dependent variable: true 


growth (𝒈𝒈𝒕𝒕+𝟏𝟏) 


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 


Constant 1.83** 3.12** 2.76** 2.70** 2.38** 2.09** 2.12** 2.10** 2.97** 3.02** 2.65** 


 (0.31) (0.41) (0.45) (0.46) (0.53) (0.53) (0.54) (0.54) (0.40) (0.50) (0.54) 


Latest available growth 0.08 0.016 -0.01 0.07 -0.06 -0.06 -0.06 -0.10 0.18** 0.15* 0.13 


𝒈𝒈𝒕𝒕 (0.11) (0.11) (0.11) (0.12) (0.10) (0.10) (0.10) (0.12) (0.09) (0.09) (0.09) 


Announcement on t 0.34** 0.14 0.27* 0.20 0.29** 0.26* 0.27* 0.24    


𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 (0.12) (0.12) (0.14) (0.15) (0.14) (0.14) (0.15) (0.15)    


Recession on t  -3.35** -3.36** -3.34** -3.32** -4.67** -4.71** -4.56** -3.69** -3.96** -5.01** 


𝒓𝒓𝒕𝒕   (0.74) (0.74) (0.73) (0.76) (0.93) (0.94) (0.94) (0.69) (0.70) (0.93) 


Recessiont*announcet    -0.34* -0.09 -0.26 -0.15 -0.17 0.02    


𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 ∗ 𝒓𝒓𝒕𝒕   (0.19) (0.26) (0.19) (0.20) (0.20) (0.26)    


Recessiont*Latest availablet    -0.35    -0.25 -0.38** -0.37** -0.23 


𝒈𝒈𝒕𝒕 ∗ 𝒓𝒓𝒕𝒕    (0.26)    (0.25) (0.18) (0.18) (0.19) 


Latest availabe growth rate t-1       -0.04 -0.09   0.10 


𝒈𝒈𝒕𝒕−𝟏𝟏       (0.11) (0.12)   (0.09) 


announcement on t-1     0.13 0.22** 0.25* 0.29*    


𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕      (0.11) (0.11) (0.14) (0.15)    


recession on t-1      2.36** 2.36** 2.17**   2.03** 


𝒓𝒓𝒕𝒕−𝟏𝟏      (0.96) (0.96) (0.98)   (0.95) 


Recessiont-1*announcet-1     -0.50** -0.47** -0.47** -0.63**    


𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕 ∗ 𝒓𝒓𝒕𝒕−𝟏𝟏     (0.19) (0.19) (-0.19) (0.27)    


Recessiont-1*Latest 


availablet-1 


       0.20  -0.21 -0.22 


𝒈𝒈𝒕𝒕−𝟏𝟏 ∗ 𝒓𝒓𝒕𝒕−𝟏𝟏        (0.26)  (0.16) (0.18) 


Adjusted R2 0.12  0.22 0.22 0.24 0.26 0.25 0.25 0.22 0.22 0.24 


 
 
  







 


 


Table 5: Results of Model II 


Dependent variable: true 


growth(𝒈𝒈𝒕𝒕+𝟏𝟏) 


(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 


Constant 1.83** 3.48** 3.50** 3.38** 3.25** 3.28** 3.31** 3.46** 3.49** 3.48** 3.19** 
 (0.30) (0.35) (0.37) (0.37) (0.42) (0.46) (0.47)  (0.36) (0.46) (0.47) 
Latest available growth 0.08 -0.075 -0.07 0.04 -0.09 -0.09 -0.09 0.10 0.08 0.06 0.01 


𝒈𝒈𝒕𝒕 (0.11) (0.10) (0.10) (0.11) (0.10) (0.10) (0.10) (0.08) (0.08) (0.08) (0.11) 
Announcement on t 0.33** 0.19* 0.18 0.09 0.18 0.18 0.19    0.11 


𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏 (0.12) (0.11) (0.12) (0.13) (0.13) (0.13) (0.13)    (0.11) 
Recession on t+1  -4.65** -4.66** -4.46** -4.46** -4.38** -4.39** -4.81** -4.85** -4.43** -4.36** 


𝒓𝒓𝒕𝒕+𝟏𝟏  (0.62) (0.62) (0.62) (0.64) (0.85) (0.84) (0.61) (0.61) (0.82) (0.84) 
recessiont+1*announcet   0.03 0.38 0.06 0.06 0.06    0.37 


𝒓𝒓𝒕𝒕+𝟏𝟏 ∗ 𝒈𝒈𝒕𝒕𝒕𝒕+𝟏𝟏   (0.17) (0.24) (0.17) (0.17) (0.17)    (0.25) 
Recessiont+1*Latest availablet    -0.48**    -0.21 -0.19 -0.19 -0.46* 


𝒓𝒓𝒕𝒕+𝟏𝟏 ∗ 𝒈𝒈𝒕𝒕    (0.23)    (0.17) (0.17) (0.18) (0.24) 
True value on t-1       -0.03   0.03 -0.08 


𝒈𝒈𝒕𝒕−𝟏𝟏       (0.10)   (0.08) (1.13) 
announcement on t-1     0.08 0.08 0.11    0.15 


𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕      (0.09) (0.09) (0.12)    (0.13) 
Recession on t      -0.14 -0.17   -0.56 -0.13 


𝒓𝒓𝒕𝒕      (0.96) (0.95)   (0.92) (0.95) 
Recessiont*annount-1      -0.23 -0.24 -0.24    -0.35 


𝒓𝒓𝒕𝒕 ∗ 𝒈𝒈𝒕𝒕−𝟏𝟏𝒕𝒕      (0.18) (0.18) (-0.18)    (0.26) 
Recessiont*latest 


availablet-1 


        -0.004 -0.07 0.13 


𝒓𝒓𝒕𝒕 ∗ 𝒈𝒈𝒕𝒕−𝟏𝟏         (0.14) (0.17) (0.24) 
Adjusted R2 0.33 0.32 0.32 0.33 0.32 0.32 0.32 0.32 0.32 0.32 0.33 


 
 
  







 


 


Table 6: Number of observations of each group for each threshold 


Threshold (%) -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 
Number of first announcements 


above the threshold 


181 179 177 171 166 156 142 126 105 89 72 56 41 


Number of first announcements 


below or equal to the threshold 


16 18 20 26 31 41 55 71 92 108 125 141 156 


 
 
 


Table 7A: Comparison of RMSE 


Threshold (%)  -1.5 -1 -0.5 0 0.5 1 1.5  


RMSFE  2.998 2.995 3.01 2.879 2.94 2.869 2.855  
Coefficient on 
threshold  


-2.25** -2.66** -2.04** -1.99** -1.77** -1.53** -2.25**  


(only threshold 
RHS)  


0.99 0.95 0.91 0.85 0.8 0.73 0.65  


adjust Rˆ2  0.03 0.05 0.03 0.03 0.03 0.02 0.07  
Table 7B: Comparison of RMSE 


Threshold (%)  2 2.5 3 3.5 4 4.5 Recession First 


RMSFE  2.878 2.93 2.995 2.78 2.81 2.85 2.64 2.74 
Coefficient on 
threshold  


-2.32** -2.23** -2.34** -2.11** -2.26** -2.39** -4.36** 0.38** 


(only threshold 
RHS)  


0.61 0.58 0.57 0.58 0.6 0.66 0.73 0.08 


adjust R2  0.09 0.09 0.1 0.08 0.09 0.08 0.2 0.12 


 
 


Table 8A: Diebold-Mariano Test 
DM test -1.5 -1 -0.5 0 0.5 1 1.5  
p-value 
(Recession) 


0.24 0.25 0.24 0.29 0.2 0.31 0.3  


p-value (First) 0.03 0.03 0.03 0.12 0.02 0.11 0.22  
Table 8B: Diebold-Mariano Test 


DM test 2 2.5 3 3.5 4 4.5 Recession First 
p-value 
(Recession) 


0.21 0.19 0.13 0.48 0.55 0.48  0.64 


p-value (First) 0.16 0.05 0.02 0.71 0.57 0.38 0.64   


 
 







 


Table 9: Forecasting sample 2011q1 to 2014q3 


Threshold -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 only 


first 


only 


recession 


RMSFE 2.33 2.36 2.34 2.44 2.55 2.57 2.62 2.81 2.68 2.61 1.99 2.11 2.12 2.33 2.64 


 
 


Table 10: Comparison of RMSE II 


Threshold -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 Recession 


RMSFE 2.693 2.768 2.788 2.832 2.796 2.869 2.768 2.689 2.693 2.7  2.63 2.694 2.65 2.81 


Coefficient on threshold 1.64 


(1.92) 


0.02 


(1.74) 


1.75 


(1.48) 


1.4 


(1.3) 


1.68 


(1.19) 


1.85* 


(1.05) 


0.27 


(1.03) 


-0.19 


(1.07) 


-0.16 -0.  


(1.2) (1.4  


0.14 


(1.63) 


-0.42 


(1.92) 


-1.59 


(2.5) 


-3.63** 


(0.96) 


Coefficient on first 


announcement 


0.52** 


(0.18) 


0.47** 


(0.18) 


0.52** 


(0.19) 


0.55** 


(0.2) 


0.59** 


(0.2) 


0.62** 


(0.21) 


0.51** 


(0.22) 


0.52** 


(0.24) 


.52* 0.42 


(0.27) (0  


0.55 


(0.34) 


0.41 


(0.37) 


0.34 


(0.43) 


0.24 


(0.17) 


Coefficient on latest version -0.02 


(0.13) 


-0.01 


(0.14) 


0.01 


(0.14) 


-0.02 


(0.14) 


-0.02 


(0.14) 


0 


(0.15) 


0 


(0.15) 


-0.06 


(0.15) 


-0.08 -0.06 


(0.16) (0.17) 


-0.09 


(0.17) 


-0.04 


(0.19) 


-0.15 


(0.21) 


0.01 


(0.14) 


Adjust R2 
0.11 0.1 0.12 0.11 0.12 0.12 0.11 0.11 0.11 0.11 0.1 0.11 0.11 0.23 


 


Table 11: Comparison of RMSE III 


DM test -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 


p-value (recession) 0.57 0.81 0.88 0.92 0.95 0.82 0.83 0.59 0.63 0.81 0.48 0.62 0.56 
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Abstract 


The USD/CNY exchange rate exhibits very different 
pattern in different periods as it changes wildly from 
one period to another according to the economic 
reforms and policies. This paper compares the 
performance of six different forecasting models of 
USD/CNY exchange rate under three different forecast 
scenarios from 2005-2015. In particular, the paper 
focuses in answering the following questions. (i) Do 
models' forecast performance change when the 
marketization level changes? (ii) Which model has the 
best forecast when the regimes change? (iii) Can 
forecasting robustifications help? The forecast results 
show that models incorporates economic fundamentals 
perform better in less regulated periods when the 
exchange rate can oat more freely. For the forecast 
experiments with breaks in the forecast origin, the 
exchange rate CVAR model perform the best before 
robustifications. In most cases, the intercept-correction 
and double-difference device improve the forecast 
performance in both dynamic forecast and one-step 
forecast. Different models seem to do well under 
different forecast scenario after applying the robust 
devices. 


JEL Classification: F31, F37, C53 


Key words: Exchange rates, Forecasting, US Dollar, 
Chinese Yuan 


 


1. Introduction  


     Exchange rate plays a fundamental role in 
international financial management. Short-term hedging 
or cash portfolio management decisions often refers to 
the forecast of the exchange rate movement. In the long 
term, it is important for the private sectors or 
governments to make strategic decisions based on the 
forecast of exchange rate. With the rapid growth of 
China’s economy and fast process of globalizations in 
last decade, the Chinese Yuan versus US Dollar 
(USD/CNY) exchange rate has become one of the most 
important economy index in the world economic 


markets. Due to the particularity of Chinese economy, 
the mechanism which determines the USD/CNY 
exchange rate is different from that for other major 
exchange rates. The USD/CNY exchange rate exhibits 
very different pattern in different periods as it changes 
wildly from one period to another according to the 
economic reforms and policies  


This paper examines and compares some of the 
frequently used models’ ability to forecast the 
USD/CNY exchange rate to evaluate which classes of 
models best forecast the USD/CNY exchange rate after 
the first marketization reform of Chinese exchange rate 
in July, 2005. In particular, the paper focus in answering 
the following questions: 


    (i) Do models' forecast performance change when the 
marketization level changes? 


    (ii) Which model has the best forecast when the 
regimes change? 


(iii) How do the forecasts behave after applying 
robust devices? 


    In order to answer these questions, six different 
models are estimated here using the data of USD/CNY 
exchange rate, China-US interest rate differential, 
China-US price level differential, Chinese Yuan versus 
Euro (EUR/CNY) exchange rate and Euro versus US 
Dollar (USD/EUR) exchange rate. Among all six 
models, two of them are univariate models: a random 
walk model and a two-lag autoregressive model. The 
other four models are multivariate models: three 
fundamental based vector autoregressive (VAR) models 
using the exchange rate with the interest rate 
differentials or price level differentials or both and, 
lastly, a cointegrated vector autoregressive (C-VAR) 
model with the USD/CNY, EUR/CNY and ERU/USD 
exchange rates. From the results, I find that: 


    (i) In strictly appreciating periods with more market 
restrictions, simple time series models perform better. 
However, models incorporate economic fundamentals 
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have better forecast during more volatile periods in 
recent years as they generally have less forecast bias. 


(ii) The robust devices generally improve the forecast 
performance of all the models. The intercept correction 
techniques works better in the switching from 
appreciation channel to peg channel. The double 
difference device works better in appreciation periods 
with location shifts. 


 (iii) The forecast encompassing test result does not 
point to any given model being very successful for all 
the forecast scenarios. Different models seem to do well 
under different forecast scenario. 


The rest of the paper is organized as follows. Section 2 
briefly summarizes the former literature on forecasting 
exchange rates and the ones focus on Chinese exchange 
rate. Section 3 is a brief summary of Chinese foreign 
exchange rate policy history. Section 4 describes the 
models used in this paper for forecasting the USD/CNY 
exchange rate. Section 5 is the data description and the 
summary of characteristics of the monthly data. Section 
6 introduce the forecast scenarios, robust devices, and 
forecast encompassing test used in this paper. Section 7 
presents the forecast results and comparisons between 
the models. Section 8 concludes. 


 


2. Literature Review 


    There are literatures trying to predict exchange rate 
decades ago. Unfortunately, exchange rate are very 
difficult, if not impossible, to predict empirically, at 
least in the short horizon. Economic fundamental 
differences between countries in the area such as 
interest rate, money growth, inflation and trade balances 
have long been considered as critical part of 
determinants for a the countries’ currency values. 
However, what may be correct in theory hasn’t been 
prove easily in the empirical studies. The classic Meese 
and Rogoff (1983) paper and the some subsequent 
literature have found that macroeconomic models draw 
from economic theories cannot beat a random walk in 
predicting exchange rates in the short run. So known as 
the "exchange rate determination puzzle." In the Meese 
and Rogoff (1983)’s finding, the economic 
fundamentals such as trade balance, money supply and 
other macro-fundamental variables are not useful in 
forecasting the exchange rate between countries with 
similar inflation rates. However, this puzzle is less acute 
for long-run exchange rate predictions, since there is 
strong evidence of a closer relationship between 
exchange rates and fundamentals at longer horizons 
(Mark, 1995). MacDonald and Taylor (1994) challenge 
the random walk model by showing that an unrestricted 


monetary model with some short-term error correction 
mechanism, can has better predicting performance than 
the random walk base on the root mean square error. 
Chinn and Meese (1995) and Mark and Choi (1997) 
also found that, as in other financial markets, longer 
horizon changes in the exchange rates are predictable. 
Engel and West (2005) demonstrate that the lack of 
forecast ability of exchange rates using fundamentals 
can be with a rational expectations model. The 
exchange rate can be view as the discounted present 
value of expected economic fundamentals.  


    Although the forecast of exchange rates have more 
comforting result recently, there is still no strong 
evidence for a particular type of model can significantly 
outperform other models for all major exchange rates. 
Cheung et al. (2005) re-assess exchange rate prediction 
using a wider set of models that have been proposed in 
the last decade: interest rate parity, productivity based 
models, purchasing power parity, the sticky-price 
monetary model and a composite specification. They 
concludes that the results do not point to any given 
model/specification combination as being very 
successful, some models seem to do well at   certain 
horizons for certain currency.  


     Besides, most of the exchange rate being forecast in 
these papers are between US dollar and other developed 
country currencies. Despite the fact of China being the 
largest exporting country and the important role 
USD/CNY exchange rate plays in the global imbalance 
problem, relatively few studies focus on the USD/CNY 
exchange rate.  Dai et al (2005) use ARIMA and 
EGARCH models to simulate and forecast the pattern of 
the daily Chinese exchange rate.  The conclusion is that 
the predicted result of EGARCH model is more fitted 
than that of ARIMA model and the EGARCH model 
can describe the dynamic characteristics of RMB 
exchange rate more appropriately.  


 


3. Chinese Exchange Rate Policy 


    Prior to August 2005, China basically maintained a 
US dollar pegged exchange rate system. On July 21, 
2005, the People’s Bank of China (PBOC) announced a 
reform of the exchange rate regime which states the 
Chinese Yuan would become adjustable with reference 
to exchange rate movements of currencies in a basket. 
However, unlike a true floating exchange rate, the 
Chinese Yuan would only have a fluctuation band up to 
0.3% on a daily basis against the basket of currencies. 


    In July 2008, China halted the appreciation trend of 
the Chinese Yuan because of the occurrence of global 
financial crisis and its globally negative effect on the 
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demand in Chinese export sectors. During the crisis 
period, the export declined by more than 15% percent 
which lead to closure of thousands of factory and 
unemployment of millions of workers. To prevent this 
from turning into worse situation, the PBOC intervened 
to prevent its currency from further appreciating and 
keep the exchange rate almost constant around 6.8 for 
two years. 


On June 19, 2010, China’s central bank made another 
announcement to “proceed further with reform of the 
RMB exchange rate regime and to enhance the RMB 
exchange rate flexibility.” It resumed the RMB’s steady 
appreciation against the US dollar through the managed 
floating exchange rate regime tied to a basket of 
currencies. 


After then, there are several fluctuation band widen 
activities and a one-time revaluation against US dollar. 
First on April 16, 2012, the PBOC increased the daily 
trading band of USD/CNY to 1%. Later on March 17, 
2014, the People’s Bank of China continued to increase 
the flexibility of the exchange rate allowing for 2% rise 
or fall from a daily midpoint rate. More recently, the 
central bank make a one-time adjustment to the 
exchange rate which triggered the biggest one-day drop 
around 2% since 1994. It said the determination of the 
exchange rate will become more aligned with supply 
and demand in the market. The evolvement of Chinese 
exchange rate policy apparently contributes a lot to the 
formation of the special exchange rate pattern. Different 
periods’ policies are also the main reason for the regime 
division in later discussion. 


 


4. Exchange Rate Forecasting Models 


    This section describes the six models used to compute 
the USD/CNY exchange rate forecasts in this paper. 
Two of them are univariate models and the remaining 
four are multi-variate models. The model forms being 
chosen here is meant to represent the frequently used 
models in exchange rate estimation and forecast models 
discussed in the literature above. The models include 
variables in both levels and first differences, the multi-
variate models have different information sets (three 
different economic fundamental based model) and other 
restrictions on parameters (cointegration in the C-VAR). 
All the models are summarized in table 1.  


    The first model considered is a random walk with 
drift model (RW). Random walk model remains as a 
puzzle in the forecast of exchange rates. As mentioned 
before, Meese and Rogoff (1983) presents the superior 
out-of-sample forecast performance of the random walk 
model relative to various competing models. Many 


subsequent work also demonstrate that univariate time 
series, unconstrained vector autoregression, and other 
structure models based primarily on monetary theory 
fail to beat the naive random walk model in terms of 
overall prediction accuracy in many different samples. 
Not surprisingly, it will have a good performance in 
one-step forecast than many other models due to its 
special model form, especially when there are structural 
breaks in the forecast horizons. 


Δ𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝑢𝑢𝑡𝑡                                    (1) 


    The AR(2) model of the level of exchange rates (in 
log transformation). Because of the persistence in the 
exchange rate series itself, it is natural to consider an 
autoregressive model with an optimal lag length 
selection. In this paper, the optimal lag is selected as 
two base on AIC and SC information criteria. The AR(2) 
model differs from the random walk model in some 
aspects: it has a different expected forecast error 
variance compared to the random walk model.  Besides, 
the AR(2) model can capture the persistence in the 
growth rate as well. Since the exchange rate exhibits 
persistence growth rate in some of the sample periods, 
the AR(2) model may perform well. 


    The interest rate differential model (ID-VAR) is an 
unrestricted vector autoregressive model (2 lags) of the 
USD/CNY exchange rate and interest rate differential 
between US and China. The theoretical relations 
between interest rate differential and exchange rate can 
be characterized as the uncovered interest rate parity (in 
logs) below in equation (2). It can be transformed into a 
more general form in equation (3). Additionally, to 
make this kind of fundamental based model to be 
comparable to other complete models in this paper, we 
need to specify the DGP process for the interest rate 
differential as well. If we add another AR(2) equation as 
the one in equation (4) for the interest differential which 
depends on lags of exchange rate and its own lags. This 
system of equation (3) and (4) becomes an unrestricted 
VAR model of exchange rate and interest rate 
differential. 


𝐸𝐸𝑡𝑡(𝑒𝑒𝑡𝑡+1) − 𝑒𝑒𝑡𝑡 = 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗                   (2) 


∆𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 + 𝛽𝛽2𝛥𝛥(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 + 𝛽𝛽3𝑒𝑒𝑡𝑡−1 +
𝛽𝛽4∆𝑒𝑒𝑡𝑡−1 + 𝑢𝑢𝑡𝑡                            (3) 


(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 + 𝛽𝛽2(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−2 +
𝛽𝛽3𝑒𝑒𝑡𝑡−1 + 𝛽𝛽4𝑒𝑒𝑡𝑡−2 + 𝜇𝜇𝑡𝑡                          (4) 


    The Purchasing Power Parity fundamental model 
(PPP-VAR) is built as an unrestricted vector 
autoregressive model (2 lags) of the USD/CNY 
exchange rate and price level differential between US 
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and China similarly as the interest differential model. 
The economic rationale is the change in the nominal 
exchange rate is a function of its deviation from its 
fundamental value as in equation (5). Here we build the 
model base on the Purchasing Power Parity that the 
exchange rate will adjust over time to eliminate its 
deviation from long-run PPP. Again, the generalized 
model is built as an unrestricted VAR(2) model to be 
comparable to other complete models in this paper. 


∆𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1(𝑓𝑓𝑡𝑡 − 𝑒𝑒𝑡𝑡) + 𝜇𝜇𝑡𝑡,          𝑓𝑓𝑡𝑡 = 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗         (5) 


    Another unrestricted vector autoregressive model (2 
lags) consist of the levels of USD/CNY exchange rates, 
interest rate differentials and price differentials. This 
unrestricted VAR generalizes the above interest rate 
differentials model and PPP fundamental model. This 
model is built to capture some potential interrelationship 
among them that can’t be captured in the previous two 
VAR models. 


    The final model (ER-CVAR) is a cointegrated vector 
autoregressive model (2 lags) consists of the USD/CNY, 
EUR/CNY and USD/EUR exchange rates. Not 
surprisingly, the cointegration is found among these 
three and the imposed (1; -1; -1) restriction as stated in 
equation (6) below is accepted.  


𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢                                      (6) 


 


5. Data sources and description  


𝑥𝑥𝑡𝑡 = (𝑒𝑒, 𝑖𝑖 − 𝑖𝑖∗, 𝑝𝑝 − 𝑝𝑝∗, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)𝑡𝑡 


    All the level variables used in this paper is monthly 
data with log transformation. The variable 𝑒𝑒 is the 
monthly level data of USD/CNY exchange rate; 𝑖𝑖 − 𝑖𝑖∗ 
and 𝑝𝑝 − 𝑝𝑝∗  are the interest rate differentials and price 
level differentials between China and the United States. 
The interest rate in China is represented by the short 
term discount rate and the interest rate in the U.S. is the 
Fed Fund rate. All the variables above are obtained from 
FRED at the St. Louis Fed online database. The 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
and the 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢  are the EUR/CNY and USD/EUR 
nominal exchange rates which are obtained from the 
European Central Bank online database. 


From the level and first difference time series graphs 
of 𝑒𝑒𝑡𝑡 in figure 1(a) and (b), we could see that the whole 
sample periods from 2005.7 to 2014.3 can be divided 
into three separate regimes. Regime I ranges from 
2005.7-2008.7, during these regime, the USD/CNY 
exchange rate keeps appreciating. Regime II ranges 
from 2008.8-2010.6, the exchange rate is relatively 
steady in these periods. The remaining periods are 


categorized as Regime III , the exchange rate is 
appreciating again in this regime and has some small 
transitory depreciations as well. Because there is a 5 
months’ depreciating periods from 2012.3 to 2012.7 that 
shift the trend upwards, the Regime III is divided into 
IIIa which ranges from 2010.7 to 2012.2 and IIIb which 
ranges from 2012.3-2014.3. The rest of the more 
recently sample is assigned as Regime IIIc. Based on 
these divisions, a set of dummy variables are defined 
accordingly. R1, R2 and R3 are three step dummies 
which equal to one within the corresponding regime. 
Besides, impulse dummy variables for the whole 
Regime II and periods of 2012.3-2012.7 are created for 
the estimation and forecasts, their value is one in its 
corresponding month and zero elsewhere. 


 


6. Forecast Scenarios, Robust devices and 
Encompassing Test 


6.1 Introduction of Forecast Scenario 


In this section, we introduce two sets of forecast 
comparison among the models. First is a within-regime 
fixed step forecast comparison for different forecast 
horizon between strictly appreciating periods with more 
market restriction before financial crisis and more 
volatile periods in more recent years. For the 
appreciating periods, I choose regime I which has more 
regulation as discuss in the previous section of Chinese 
exchange rate policy history and the volatile periods I 
choose the regime III which is less regulated and has 
both appreciation and depreciation. In figure 1(b), the 
first difference graph of the exchange rate, we can see 
the difference between Regime I and Regime III. 
Regime I is a strictly depreciation period as the 
exchange rate’s first order difference are all negative 
and even decrease over the regime. Regime 3, however, 
is more volatile as it has both positive and negative 
values shown in the exchange rate difference figure. 
This set of tests is focused on the forecast result without 
any breaks in the sample. 


Secondly, based on the regime divisions, both the 
dynamic forecasts and one-step forecasts of the models 
are being conducted under three different forecast 
scenarios. This second set of tests is to compare the 
models' performance for both non-robustified and 
robustified forecast when there are breaks in the forecast 
origin. The forecast scenarios are summarized as follow: 


    {II | I}: Estimate the model using information in 
Regime I and forecast into Regime II. This forecast 
scenarios correspond to the exchange rate move from 
appreciation channel into steady channel. 
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    {IIIa | II}: Estimate the model using information in 
Regime II and forecast into Regime IIIa. This forecast 
scenarios correspond to the exchange rate move from 
steady channel into appreciation channel. 


{IIIb | (I + IIIa)}: Estimate the model using only 
information from Regime I and Regime IIIa and forecast 
into Regime IIIb. This forecast scenarios correspond to 
the exchange rate stay inside the appreciation channel. 
The models under the this scenario is estimated 
combing the impulse dummy set of the whole Regime 
II’s periods in order to eliminate the impact of Regime 
II’s exchange rate movement on the estimation.  


6.2 Robust Devices 


For the robustifications, Intercept Correction (IC) and 
Double-Difference device (DDD) are introduced as the 
robust forecast devices in this paper to help improve the 
forecast result when there are breaks in the forecast 
origin. 


6.2.1 Intercept Correction 


For the intercept correction, different types of IC 
techniques are applied. Since the first and second 
scenarios are similar in the sense that they are both 
move from one regime to another. So the 
robustifications for them are similar Intercept 
Corrections: add a step dummy variable correspond to 
the new regime into the equation of the USD/CNY 
exchange rate. The robustifications for the third forecast 
scenarios is different from the first two as the exchange 
rate's appreciation trend is not changed in this forecast 
horizons. So the robustification here for the third 
scenario is to add another set of impulse dummy from 
2012.3-2012.7 to correct for the temporary depreciation 
shift. The detailed procedure are listed as follow: 


    {II | I}: Add the step dummy variable 𝑅𝑅2  into the 
models’ exchange rate equation. Estimate the model 
using information in Regime I and the first three periods 
in Regime II then forecast the remaining periods in 
Regime II.  


    {IIIa | II}: Add the step dummy variable 𝑅𝑅3 into the 
models’ exchange rate equation. Estimate the model 
using information in Regime II and the first three 
periods in Regime III then forecast the remaining 
periods in Regime IIIa.  


{IIIb | (I + IIIa)}: Add the set of impulse dummy 
variables of 2012.3-2012.7 into the models’ exchange 
rate equation. Estimate the model using information in 
Regime I and Regime IIIa, including the set of impulse 
dummy (2012.3-2012.7) then forecast for the rest 
periods in Regime IIIb.  


6.2.2 Double-Difference Device 


Double-Difference device is also used as a second 
robust devices. Compared to the intercept correction 
technique above, it does not require that the breaks are 
implicitly known to the forecaster. It is a naive forecast 
devices introduced in Hendry (2006). The basic rational 
behind this device is the assumption that most economic 
time series do not continuously accelerate thus entail a 
zero unconditional expectation of the second difference 


𝐸𝐸[Δ2𝑥𝑥𝑡𝑡] = 0                                       (7) 


which suggests the following forecasting rule: 


Δ𝑥𝑥(𝑇𝑇+1|𝑇𝑇)� = Δ𝑥𝑥𝑇𝑇                       (8) 


As states in Hendry (2006), the key to the success of 
double differencing is that no deterministic terms 
remain. The second differencing not only removes two 
unit roots, any intercepts and linear trends but also 
changes location shifts to blips, and converts breaks in 
trends to impulses. 


 6.3 Forecast Encompassing Test 


 Forecast encompassing tests are useful to evaluate and 
compare different forecasts. The tests for forecasting 
encompassing concern whether the one-step forecasts of 
one model can explain the forecast errors made by 
another (Clements and Hendry, 1993). When comparing 
two forecasts, a model forecasts encompass another 
model if this model has unique information that is 
useful in forecast where the second model has not. In 
this paper, the forecast encompassing test of Ericsson’s 
(1993) is selected as the test form to do the forecast 
encompassing test evaluation. In the Ericsson test, the 
base equation is presented in equation (9) below.  


𝑒𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 − 𝑒̃𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 = 𝛽𝛽0 + 𝛽𝛽1�𝑒̂𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 −
𝑒̃𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1� + 𝑣𝑣𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1                      (9) 


    The test are perform base on the equation above. The 
null hypothsis is {𝛽𝛽1 = 0}  which correspond to the 
statement that 𝑒̂𝑒  contains no useful information that 
could be used to forecast 𝑒𝑒  that 𝑒̃𝑒  does not have. By 
allowing a constant in the equation, it allows the 
forecasts to be bias but the encompassing test can still 
be conducted. A rejection of the test indicates that the 
rival model cotains useful information which the 
encompassing model can benefit from. A failure to 
reject the null  indicates that there is no unique 
information in the rival model. 


 


7. Forecast Results and Comparisons 
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7.1 First set of forecast comparison ---- Fixed step 
Forecast within regimes 


The first set of result are the fixed step ahead forecast 
comparison for result in strictly appreciating periods: 
regime I. The models are estimated using data from 
2005.7 to 2007.4 and the forecast periods are 2007.5-
2008.7. The RMSE result of difference forecast 
horizons are presented in table 2 and plotted in figure 2 
(a). From figure 2(a), we can see that generally the 
simple time series model, the RW and especially the AR 
(2) model have relatively lower RMSE as the forecast 
horizon expands. The models incorporate the economic 
relations such as the ID, IDPPP model have higher 
RMSE. The PPP model also have a relatively low 
RMSE.  


 


𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �1
𝑛𝑛
∑ �𝑌𝑌� − 𝑌𝑌�2𝑛𝑛
𝑖𝑖=1 = �𝐸𝐸�𝑌𝑌� − 𝑌𝑌��


2
+


𝐸𝐸 ��𝑌𝑌� − 𝐸𝐸�𝑌𝑌���
2
� = �𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝑌𝑌�, 𝑌𝑌�2 + 𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌�)        (10) 


     


   As shown in the equation (10) above, the RMSE is 
calculated as the root mean of the squares of the forecast 
error. Thus the mean square forecast error (MSE) can be 
decomposed into two parts: the square of the forecast 
bias (square of the mean of forecast error) 
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝑌𝑌�, 𝑌𝑌�2and the variance of forecast error, 𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌�). 
To look into more detailed information, figure 2(b) and 
2(c) present the square of forecast bias and the variance 
of forecast error respectively. The relative order and 
shapes of the lines are similar to the RMSE in figure 
2(a). Figure 2(d) shows the ratios of 𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌�)/𝑀𝑀𝑀𝑀𝑀𝑀 for 
different models over forecast horizons. For the AR(2) 
and PPP model, the variance part plays a more dominant 
role in determining the RMSE, especially when the 
fixed step h is small. In longer horizons, they all 
converge to around values between 0.3 and 0.4 which 
mean the square of forecast bias become the dominant 
part in RMSE. Figure 2(b)-(d) suggest that the AR PPP 
and RW perform relatively better than the other models, 
especially the interest differential model and IDPPP 
model because they has smaller forecast bias and their 
variance of the forecast error are small as well. To 
summarize, in this strictly appreciating periods, both 
forecast bias and variance contribute a significant part in 
determining the RSME. In the long run the square of 
forecast bias dominates the variance of forecast error. 


    Conducting the same kind of comparison forecast test 
for regime III. The estimation periods are from 2010.7 
to 2013.3 while the forecast periods are from 2013.4 to 


2015. The result of RMSEs with respect to different 
forecast horizons are shown in figure 2(e). All the 
models forecast has similar RMSE in short-term 
forecast horizon. But as the horizon expand, the RW 
and CVAR model now has the higher forecast error 
while the ID, PPP, IDPPP model which take advantage 
of the basic economic relations have lower RMSE and 
their performance is very closed to the AR(2) model.  


    If we examine closely at their square of forecast bias 
and variance of forecast error in figure 2(f) and 2(g). 
The models that have relatively better prediction 
performance (smaller RMSEs) have nearly zero forecast 
bias and smaller forecast error variance. The shapes and 
relative positions of the lines in the RMSEs graph 2(e) 
are similar to the ones in figure 2(g) which is the 
forecast error variance graph. Combing with the result 
in figure 2(h), the variance of forecast error could 
explain most of the changes in RMSEs for the models 
that have better performance (AR(2), ID, PPP, IDPPP). 
This does not apply for the RW and CVAR model.  


    From the result of first set of forecast experiments 
performed within the regimes, for both forecast 
experiments in Regime I and Regime III, models with 
less forecast bias relative to forecast variance generally 
perform better. This suggests the difference in the 
forecast bias is the key here to understand the difference 
RMSE result of the models here. In strictly appreciating 
periods with more market restrictions, All models’ 
ratios of forecast variance over mean square errors 
converge to around 0.4, the simple time series models 
perform better as they have a relatively lower 
variance/MSE ratios and also smaller values in both 
forecast bias part and forecast error variance part. 
However, in Regime III, models incorporate economic 
fundamentals have much smaller forecast bias compared 
to the random walk and CVAR model. Therefore these 
models have less systematic forecast failure and thus 
have better forecast during more volatile periods in 
recent years. Moreover, the more recent sample in R3 
with less market restriction allowing both appreciation 
and depreciation has relatively smaller change in the 
equilibrium mean. So the models with equilibrium 
correction feature can have a more precise prediction of 
the mean as the forecast bias part are much smaller and 
thus better performance in the R3.  


 


7.2 Second set of forecast comparison ---- Breaks in 
Forecast Origin 


7.2.1 Dynamic Forecast: Non-robustifications vs. 
Robustifications 
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    First, the dynamic forecast of all the models under all 
three forecast scenarios are conducted and compared. 
Figure 3 shows forecast result of non-robustified 
forecast and robustified forecast. The root mean square 
forecast errors (RMSE) of the non-robustified forecast 
and robustified forecast are reported in the table 4. The 
order of the RMSEs are reported on the left panel of 
table 6. To standardize the RMSE, the Non-
robustification forecast is estimated with a set of 
impulse dummy variables for the first three periods    
that correspond to the periods used in the intercept 
correction. 


    From the non-robustified forecast graphs in figure 3 
(the first two rows of graphs in each sub-figures), there 
are positive systematic forecast errors in the first 
forecast scenario, negative systematic forecast error in 
the second scenario and again positive systematic 
forecast errors in the third one. Note that the growth 
rates of the exchange rate change totally in the first and 
second forecast scenarios when moves into the forecast 
periods while the growth rate in the third forecast 
scenario has not changed much after the transitory 
depreciation periods. After applying the intercept 
correction for all three scenarios, the first scenario’s 
forecasts go back on track and stay very close to the real 
values. The second scenario’s robustifications seems to 
only work well with the random walk model. The rest of 
the models still exhibit large systematic forecast errors 
after applying the intercept correction. The robust 
devices for the third scenario are successful as well. The 
newly added impulse dummy set brings the appreciation 
trend up and close to the real value. The robustified 
forecasts in third scenario mostly lie inside the 
confidence intervals. 


    From the result of RMSEs in table 4, the cointegrated 
VAR model has the smallest RMSEs in all three non-
robustified dynamic forecast. The random walk model 
(with drift) has the second smallest RMSEs while the 
three fundamental base VAR models and the AR(2) 
model have larger RMSEs. After applying the intercept 
correction and DDD to the models, the RMSEs of all 
the models in all scenarios drop, especially significant 
for the first scenario. The order of the RMSEs under the 
robustified models have now changed as the AR(2) 
model has the smallest RMSE in the first scenario and 
RW in the second scenario. For the last forecast 
scenario, the DDD forecast device has the smallest 
RMSE. 


7.3 One-step Forecast: Non-robustifications vs. 
Robustifications 


    Next, the one-step forecast of all the models under all 
three forecast scenarios are conducted and compared. 


Figure 4 shows forecast result of non-robustified 
forecast and robustified forecast. The root mean square 
forecast errors (RMSE) of the non-robustified forecast 
and robustified forecast are reported in the table 5. The 
order of the RMSEs are reported on the right panel of 
table 6.  


    From the non-robustified forecast graphs in figure 4 
(the upper graph in each sub-figures), there are positive 
systematic forecast errors in the first forecast scenario 
for most models. The cointegrated VAR and random 
walk model’s forecasts lie closely to the real exchange 
rate values. In figure 4(b), again, the one-step forecast 
for the random walk model and cointegrated model 
clearly have the best performance. All other models 
exhibit significantly systematic forecast errors. In figure 
4(b), all the models’ one-step forecast in the third 
scenario are close to each other and the real values. 
After applying the intercept correction for all three 
scenarios, the systematic forecast errors in the first 
scenarios have been solved for most models. For the 
second scenario, the intercept correction reduce the 
systematic forecast errors of all the models and move 
them closer to the real values. For the third one, the 
effects of robustifications are less obvious here since the 
original forecast error before robustifications are already 
small.  


From the result of RMSEs in table 5, the cointegrated 
VAR model has the smallest RMSEs in all three non-
robustified one-step forecast. The random walk model 
(with drift) has the second smallest RMSEs in the first 
and second scenarios. The three fundamental base VAR 
models and the AR(2) model have larger RMSEs. After 
applying the intercept correction to the models and also 
adding the result of DDD robust device, the RMSEs of 
all the models in all scenarios drop. The decrease of 
RMSE is most significant for the first scenario and less 
obvious for the second and third scenarios. Again, for 
difference scenarios, the smallest RMSE models are 
different. ID-VAR model is the smallest RMSE model 
for the first scenario while CVAR remains as the 
smallest RMSE model in the second scenario. The DDD 
again achieves the smallest RMSE model in the third 
scenario. Notice that in both dynamic forecast and one-
step forecast, the DDD is relatively the best model 
judging from the RMSE. As discussed in Clements and 
Hendry (1998, 2011), the DDD will usually have a 
larger forecast error variance but it will be partially 
offset by lower parameter estimation uncertainty as it 
removes any intercepts and linear trends ensuring the 
absence of deterministic terms. The regime III is more 
volatile in a sense that it has both appreciation and 
depreciation while these increasing and decreasing 
trends are less persistent compared to the other regimes. 
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7.4 Forecast Encompassing Test Result 


    In this section, the forecast encompassing tests 
specified in section 5.3 are conducted for the one-step 
non-robustified forecast calculated in previous sub-
section. Table 7 presents the results of the forecast 
encompassing tests under all three forecast scenarios.  


    In the first forecast scenario presented in table 7(a), 
the RW, AR(2), ID-VAR, PPP-VAR, IDPPP-VAR 
model are all failed to be encompassed by PPP-VAR 
and ER-CVAR models and encompassed by other 
models. The cointegrated VAR model is encompassed 
by all other models. Intuitively, this is not so consistent 
with the result in previous sub-section that the 
cointegrated VAR has the smallest RMSEs. However, 
by observing the figure 4(a), the forecast path of 
cointegrated VAR is very different from all other 
models since the cointegrated VAR is built on a total 
different economic rational. This may in parts reconcile 
the results. 


    In the second scenario’s result presented in table 7(b), 
the random walk model and cointegrated model 
outperform all other models since they are not 
encompassed by any other models in this scenario. The 
result is consistent with the RMSEs’ result in table 3. 


    In table 7(c), the ID-VAR model are encompassed by 
other models except for IDPPP-VAR model. All other 
models are encompassed by 3 out of 5 models. So ID-
VAR model perform the worst in this scenario. This is 
consistent with the result that ID model has the largest 
RMSEs in the one-step forecast. 


 


8. Conclusion 


This paper assess the forecast ability of 6 different 
models under different forecast scenarios using the 
USD/CNY exchange rate. Upon answering the three 
research questions in section 1, the answers can be draw 
from the results in the forecast analysis in section 6.  


From the result of first set of forecast experiments 
performed within the regimes, for both forecast 
experiments in Regime I and Regime III, models with 
less forecast bias relative to forecast variance generally 
perform better. This suggests the difference in the 
forecast bias is the key here to understand the difference 
RMSE result of the models here. In strictly appreciating 
periods with more market restrictions, all models’ ratios 
of forecast variance over mean square errors converge 
to around 0.4, the simple time series models perform 
better as they have a relatively lower variance/MSE 
ratios and also smaller values in both forecast bias part 


and forecast error variance part. However, in Regime III, 
models incorporate economic fundamentals have much 
smaller forecast bias compared to the random walk and 
CVAR model. Therefore these models have less 
systematic forecast failure and thus have better forecast 
during more volatile periods in recent years.  


For the second set of forecast comparison with breaks 
in the forecast origin, the cointegrated VAR model 
which utilize the cointegrated relationship among the 
three monthly exchange rates and the random walk 
model have the best forecast performance in both 
dynamic forecast and one-step forecast when the 
regimes change, either from appreciation channel to 
steady channel or vice versa. After the robustifications, 
however, the result varies. 


The forecasting robust devices adopted in this paper 
generally improve the forecast performance and reduce 
the RMSEs of the forecast of the USD/CNY exchange 
rate. The IC works better in the forecast switching from 
appreciation channel to peg channel. The DDD works 
better in appreciation periods with location shifts. 
Moreover, the results from the forecast encompassing 
test also suggest that each model contains information 
that can benefit others among the six models in the one-
step forecast for the first and third scenarios. The 
general results in this paper are consistent with the 
results in Cheung et al. (2005): there is no strong 
evidence of any given model being very successful, 
some models seem to do well at certain horizons for 
certain currency. 
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Tables: 


Table 1       Model specifications 
Model Specification 


RW  𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝑒𝑒𝑡𝑡−1 + 𝑢𝑢𝑡𝑡 
AR (2)  𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1𝑒𝑒𝑡𝑡−1 + 𝛽𝛽2𝑒𝑒𝑡𝑡−2 + 𝑢𝑢𝑡𝑡 
ID-VAR  𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗)′ 
PPP-VAR 𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                 𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 
IDPPP-VAR  𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 
ER-CVAR ∆𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏∆𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐∆𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝜶𝜶𝜶𝜶𝜶𝜶𝑴𝑴𝒕𝒕−𝟏𝟏 + 𝒖𝒖𝒕𝒕,     


𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡  𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡)′                  𝐸𝐸𝐸𝐸𝑀𝑀𝑡𝑡 = (𝑒𝑒 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)𝑡𝑡 


 


 


Table 2. RMSE of h-step forecast within Regime I (*100) 


 RW AR(2) ID-VAR PPP-VAR IDPPP-VAR CVAR 


h=1 0.66207 0.40823 1.0105 0.46569 0.96817 0.66604 
h=2 1.1786 0.584 2.0817 0.77892 1.8007 1.2415 
h=4 2.1806 0.97601 3.7753 1.3872 3.3652 2.356 
h=6 3.0041 1.1461 4.5992 1.6333 4.391 3.3053 
h=8 3.5393 1.2216 5.0294 1.6647 4.9379 3.9676 


h=10 3.8225 1.236 5.1938 1.583 5.149 4.3425 
h=12 4.0166 1.3063 5.2859 1.5051 5.2719 4.606 


 
Table 3. RMSE of h-step forecast within Regime III (*100) 


 RW AR(2) ID-VAR PPP-VAR IDPPP-VAR CVAR 


h=1 0.61265 0.46918 0.46063 0.46432 0.46827 0.49969 
h=2 1.1233 0.86275 0.85023 0.85641 0.83763 0.96699 
h=4 1.8438 1.3175 1.2889 1.3153 1.2806 1.7287 
h=6 2.1423 1.3004 1.2718 1.2939 1.2898 2.021 
h=8 2.3912 1.1445 1.1349 1.1328 1.1929 2.1854 


h=10 2.8571 1.1749 1.1673 1.167 1.278 2.6135 
h=12 3.3673 1.2884 1.2589 1.2864 1.3089 3.1791 


 
 


 


Table 4. Dynamic Forecast: Non-Robustification vs. Robustifications (RMSE*100) 
 RW AR(2) ID-VAR PPP-VAR IDPPP-VAR CVAR DDD 


Non-Robustified forecast  
II|I 6.03 23.91 15.97 27.12 19.76 5.13  


IIIa|II 3.46 5.58 5.58 5.55 5.54 2.98  
IIIb|(I + IIIa) 5.04 6.65 6.53 6.56 6.63 4.57  


Robustified forecast  
II|I 0.10 0.08 0.61 0.78 0.68 0.61 2.54 


III|II 0.52 4.51 4.51 4.47 4.45 2.47 2.92 
IIIb|(I + IIIa) 2.42 3.37 3.39 2.85 3.39 1.48 1.37 
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Table 5. One-step Forecast: Non-Robustification vs. Robustifications (RMSE*100) 
 RW AR(2) ID-VAR PPP-VAR IDPPP-VAR CVAR DDD 


Non-Robustified forecast  
II|I 0.51 1.18 0.90 1.27 0.99 0.44  


III|II 0.41 3.53 3.38 3.40 3.15 0.33  
IIIb|(I + IIIa) 0.61 0.56 0.61 0.56 0.60 0.54  


Robustified forecast  
II|I 0.12 0.12 0.12 0.16 0.14 0.43 0.23 


III|II 0.27 3.13 2.94 2.98 2.71 0.27 0.39 
IIIb|(I + IIIa) 0.58 0.54 0.59 0.52 0.57 0.46 0.39 


 


Table 6. Forecast comparison base on RMSE 
 Dynamic Forecast One-step Forecast 


Non-Robustified forecast 
II|I CVAR,RW < ID, IDPPP < AR(2),PPP CVAR,RW < ID, IDPPP <AR(2), PPP 


III|II  CVAR,RW < IDPPP ,PPP, ID, AR(2) CVAR,RW < IDPPP ,PPP, ID, AR(2) 


IIIb|(I + IIIa)  CVAR,RW< ID, PPP, IDPPP, AR(2) CVAR <PPP <AR(2) <  IDPPP < RW < ID 


Robustified forecast 


II|I AR(2), RW < CVAR, ID, IDPPP, PPP,DDD ID, RW, AR(2) < IDPPP, PPP < DDD,CVAR 


III|II  RW < CVAR,DDD < IDPPP, PPP,ID AR(2) CVAR, RW,DDD <IDPPP < ID, PPP < AR(2) 
IIIb|(I + IIIa)  DDD,CVAR < RW < ID < AR(2), PPP, IDPPP DDD<CVAR  < PPP < AR(2) < IDPPP, RW, ID 
 


 


 


Table7 . Forecast encompassing tests 


 


𝑒𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 − 𝑒̃𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 = 𝛽𝛽0 + 𝛽𝛽1�𝑒̂𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 − 𝑒̃𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1� + 𝑣𝑣𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 


Forecast in row denoted  𝑒̃𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1. Forecast in column denoted  𝑒̂𝑒𝑇𝑇+𝑛𝑛|𝑇𝑇+𝑛𝑛−1 


The value in each cell below is the p-value of the restriction 𝛽𝛽1 = 0. 


 


Table 7(a) 


Encompassing 
model 


Model to be encompassed 
RW AR(2) ID-VAR PPP-VAR IDPPP-VAR ER-CVAR 


RW  0.003** 0.015** 0.379 0.053* 0.589 
AR(2) 0.001**  0.009** 0.613 0.037** 0.621 


ID-VAR 0.055* 0.096*  0.347 0.057* 0.726 
PPP-VAR 0.002** 0.007** 0.001**  0.006** 0.301 


IDPPP-VAR 0.008** 0.017** 0.003** 0.171  0.303 
ER-CVAR 0.000** 0.000** 0.000** 0.000** 0.000**  
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Table 7(b) 


Encompassing 
model 


Model to be encompassed 
RW AR(2) ID-VAR PPP-VAR IDPPP-VAR ER-CVAR 


RW  0.151 0.146 0.147 0.141 0.641 
AR(2) 0.000**  0.000** 0.000** 0.000** 0.000** 


ID-VAR 0.000** 0.000**  0.798 0.000** 0.000** 
PPP-VAR 0.000** 0.000** 0.878  0.000** 0.000** 


IDPPP-VAR 0.000** 0.000** 0.000** 0.000**  0.000** 
ER-CVAR 0.393 0.265 0.252 0.251 0.236  


           


Table 7(c) 


Encompassing 
model 


Model to be encompassed 
RW AR(2) ID-VAR PPP-VAR IDPPP-VAR ER-CVAR 


RW  0.000** 0.186 0.000** 0.126 0.007** 
AR(2) 0.000**  0.000** 0.235 0.000** 0.294 


ID-VAR 0.088* 0.000**  0.000** 0.534 0.031** 
PPP-VAR 0.000** 0.309 0.000**  0.000** 0.341 


IDPPP-VAR 0.034** 0.000** 0.244 0.243  0.016** 
ER-CVAR 0.000** 0.731 0.000** 0.583 0.000**  


                 *:significance at 10%.  **significance at 5% 
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Figures: 


Figure 1 (a) : USD/CNY exchange rate in levels 


 
Figure 1 (b): USD/CNY exchange rate in 1st difference 
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Figure 1 (c) – Other variables in levels 


 
 


 


 


 


 


Figure 2 (a):  Fixed Step Forecast within Regime I
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Figure 2(b):  Fixed Step Forecast within Regime I 


 
 


 


Figure 2 (c):  Fixed Step Forecast within Regime I 
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Figure 2 (d):  Fixed Step Forecast within Regime I 


 
 


 


Figure 2 (e):  Fixed Step Forecast within Regime III 
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Figure 2 (f):  Fixed Step Forecast within Regime III 


 
 


 


Figure 2 (g):  Fixed Step Forecast within Regime III 
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Figure 2 (h):  Fixed Step Forecast within Regime III 
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Figure 3.(a):  {II | I} Dynamic Forecast (Non-Robustification vs. Robustifications) 
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Figure 3(b): {IIIa | II} Dynamic Forecast (Non-Robustification vs. Robustifications)  
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Figure 3 (c): {IIIb | (I + IIIa)}  Dynamic Forecast (Non-Robustification vs. Robustifications) 
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Figure 4(a): {II | I}  One-step forecast (Non-Robustification vs. Robustifications) 
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Figure 4 (b): {IIIa | II}  One-step forecast (Non-Robustification vs. Robustifications) 
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Figure 4 (c): {IIIb | (I + IIIa)} One-step forecast (Non-Robustification vs. Robustifications)  
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Appendix  


Estimations of first set of forecast comparison: h-step forecast within regimes 


 


 


Random walk with drift: ∆𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝑢𝑢𝑡𝑡 


 R1 R3 


𝛽𝛽0 -0.002** 
(0.0007) 


-0.002** 
(0.0006) 


   


Sigma 0.003 0.003 


log-likelihood 90.991 138.416 


SEM-AR 1-3 test: 0.10438 [0.9014] 1.4504 [0.2486] 


Normality test: 27.617 [0.0000]** 0.76039 [0.6837] 


Hetero test: 20.814 [0.0000]** 0.55890 [0.5777] 


Hetero-X test: 20.814 [0.0000]** 0.55890 [0.5777] 
 


AR(2) 𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1𝑒𝑒𝑡𝑡−1 + 𝛽𝛽2𝑒𝑒𝑡𝑡−2 + 𝑢𝑢𝑡𝑡 


 R1 R3 


𝛽𝛽0 -0.122** 
(0.046) 


0.083 
(0.042) 


𝛽𝛽1 1.134** 
(0.102) 


1.151** 
(0.175) 


𝛽𝛽2 -0.075 
(0.102) 


-0.197 
(0.168) 


   
Sigma 0.001 0.003 


log-likelihood 103.683 141.819 
AR 1-2 test: 5.0789 [0.0207]* 0.80369 [0.5028] 


ARCH 1-2 test 0.51554 [0.6068] 0.10603 [0.9558] 
Normality test: 0.025931 [0.9871] 0.42230 [0.8097]   


Hetero test: 2.4953 [0.0872] 0.93074 [0.4603] 
Hetero-X test: 2.3019 [0.1006] 0.75557 [0.5895] 
RESET23 test 16.135 [0.0002]** 0.12060 [0.8868] 
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ID-VAR:       𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗)′ 


 R1 R3 


 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 


𝛽𝛽0 0.131* 
(0.066) 


5.373 
(3.805) 


0.123 
(0.083) 


1.054 
(2.032) 


𝛽𝛽1: 𝑒𝑒𝑡𝑡−1 1.113** 
(0.072) 


-9.645* 
(4.143) 


1.168** 
(0.180) 


1.856 
(4.378) 


𝛽𝛽2: 𝑒𝑒𝑡𝑡−2 -0.177* 
(0.076) 


6.947 
(4.376) 


-0.229 
(0.168) 


-2.120 
(4.081) 


𝛽𝛽1: (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 -0.010* 
(0.004) 


0.765** 
(0.237) 


-0.014* 
(0.007) 


0.842** 
(0.188) 


𝛽𝛽2: (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−2 0.011** 
(0.004) 


0.162 
(0.229) 


0.009 
(0.008) 


-0.021 
(0.197) 


     
Sigma 0.001 0.059 0.003 0.082 


log-likelihood 145.04 182.191 
Vector AR 1-2 test 0.90668 [0.5302]   1.2520 [0.2823] 


Vector Normality test   4.2029 [0.3792] 86.365 [0.0000]** 
Vector Hetero test 1.3217 [0.2434] 1.4596 [0.1168] 


Vector Hetero-X test - 2.5537 [0.0010]** 
Vector RESET23 test 2.1889 [0.0743] 7.4294 [0.0000]** 


 


PPP-VAR:    𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                 𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 


 R1 R3 
 𝑒𝑒𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 


𝛽𝛽0 -0.131** 
(0.039) 


0.076 
(0.182) 


1.15** 
(0.182) 


0.278 
(0.103) 


𝛽𝛽1: 𝑒𝑒𝑡𝑡−1 1.140** 
(0.084) 


0.165 
(0.384) 


1.158** 
(0.182) 


-0.230 
(0.205) 


𝛽𝛽2: 𝑒𝑒𝑡𝑡−2 -0.076 
(0.083) 


-0.207 
(0.381) 


-0.202 
(0.182) 


0.088 
(0.205) 


𝛽𝛽1: (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−1 -0.029 
(0.047) 


1.261** 
(0.218) 


0.045 
(0.143) 


0.961** 
(0.161) 


𝛽𝛽2: (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−2 0.112* 
(0.046) 


-0.579** 
(0.212) 


-0.041 
(0.147) 


-0.400* 
(0.165) 


     
Sigma 0.001 0.005 0.004 0.004 


log-likelihood 189.372 279.878 
Vector AR 1-2 test 1.7699 [0.1433] 0.79704 [0.6510] 


Vector Normality test 5.2144 [0.2660] 3.6923 [0.4492] 
Vector Hetero test 1.6645 [0.1033] 0.90600 [0.5933] 


Vector Hetero-X test - 0.64352 [0.9261] 
Vector RESET23 test 3.0697 [0.0199]* 0.82633 [0.5839] 
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IDPPP-VAR:   𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 


 R1 R3 


 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 
(𝑝𝑝
− 𝑝𝑝∗)𝑡𝑡 


𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 


𝛽𝛽0 0.092 
(0.088) 


11.725* 
(4.683) 


0.397 
(0.450) 


0.078 
(0.099) 


-0.896 
(2.319) 


0.3149** 
(0.109) 


𝑒𝑒𝑡𝑡−1 1.110** 
(0.072) 


-10.446** 
(3.828) 


0.201 
(0.368) 


1.137** 
(0.191) 


1.627 
(4.462) 


-0.261 
(0.210) 


𝑒𝑒𝑡𝑡−2 -0.154 
(0.077) 


4.650 
(4.092) 


-0.394 
(0.393) 


-0.170 
(0.186) 


-0.793 
(4.346) 


0.094 
(0.205) 


(𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−1 -0.045 
(0.042) 


0.417 
(2.253) 


1.136** 
(0.216) 


0.053 
(0.139) 


4.883 
(3.261) 


0.943** 
(0.153) 


(𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−2 0.068 
(0.042) 


-4.046 
(2.262) 


-0.567* 
(0.217) 


0.069 
(0.166) 


-0.839 
(3.880) 


-0.484* 
(0.183) 


(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 -0.007 
(0.004) 


0.595* 
(0.229) 


0.026** 
(0.022) 


-0.016 
(0.008) 


0.765** 
(0.197) 


0.021* 
(0.009) 


(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−2 0.009* 
(0.004) 


0.383 
(0.229) 


-0.01* 
(0.022) 


0.009 
(0.008) 


-0.018 
(0.195) 


-0.016 
(0.009) 


       
Sigma 0.001 0.053 0.005 0.003 0.081 0.004 


log-likelihood 235.438 325.797 
Vector AR 1-1 test 2.1763 [0.0736] 1.2412 [0.2569] 


Vector Normality test 5.1534 [0.5243] 49.622 [0.0000]** 
Vector Hetero test 0.81465 [0.7308] 1.2029 [0.2044] 


Vector Hetero-X test - - 
Vector RESET23 test 2.2906 [0.0605]   2.4475 [0.0064]** 


 


 


ER-CVAR:                  ∆𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏∆𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜶𝜶𝜶𝜶𝜶𝜶𝑴𝑴𝒕𝒕−𝟏𝟏 + 𝒖𝒖𝒕𝒕, 


𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡  𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡)′                  𝐸𝐸𝐸𝐸𝑀𝑀𝑡𝑡 = (𝑒𝑒 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)𝑡𝑡 


 R1  R3 


 Δ𝑒𝑒𝑡𝑡 Δ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡 Δ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡   Δ𝑒𝑒𝑡𝑡 Δ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡 Δ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡 


𝛽𝛽0 -0.002** 
(0.000) 


0.002 
(0.005) 


-0.004 
(0.005)  -0.001 


(0.001) 
-0.001 
(0.006) 


-0.001 
(0.006) 


∆𝑒𝑒𝑡𝑡−1 -0.320 
(0.583) 


-7.11 
(5.571) 


6.678 
(5.624)  0.420 


( 0.729) 
5.340 


(4.067) 
  -5.087 
(4.532) 


∆𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡−1 0.458 
(0.591) 


7.471 
(5.648) 


-7.032 
(5.702)  -0.083 


(0.635) 
-5.534 
(3.546) 


5.550 
(3.952) 


∆𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑡𝑡−1 0.454 
(0.598) 


7.495 
(5.712) 


-7.071 
(5.767)  -0.101 


(0.652) 
-5.637 
(3.636) 


5.625 
(4.052) 


𝐸𝐸𝐸𝐸𝑀𝑀𝑡𝑡−1 0.545 
(0.862) 


14.277 
(8.23)   -0.112 


(1.010) 
0.143 


(5.634) 
0.826 


(6.278) 
        


Sigma 0.001 0.017 0.017  0.004 0.021 0.023 
log-likelihood 281.120  408.554 


Vector SEM-AR test 1.5332 [0.1928]  1.3199 [0.1949] 
Vector Normality test 6.2028 [0.4009]  0.34742 [0.9992] 


Vector Hetero test: -  0.96970 [0.5595]   
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Estimations of second set of forecast comparison: breaks in forecast origins 


 


Random walk with drift: ∆𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝑢𝑢𝑡𝑡 


 {II | I} {IIIa | II}: {IIIb | (I + IIIa)} 


𝛽𝛽0 -0.005** 
(0.000) 


0.001 
(0.001) 


-0.0047** 
(0.001) 


    
Sigma 0.005 0.003 0.004 


log-likelihood 157.66 125.11 338.02 
SEM-AR 1-3 test: 4.7252 [0.0077]** 0.43059 [0.7332]   1.9309 [0.1112] 


Normality test: 11.993 [0.0025]** 29.593 [0.0000]** 13.802 [0.0010]** 
Hetero test: 0.74767 [0.4813] 78.389 [0.0000]** 0.19314 [0.8251] 


Hetero-X test: 0.74767 [0.4813] 78.389 [0.0000]** - 
 


 


 


 


 


AR(2) 𝑒𝑒𝑡𝑡 = 𝛽𝛽0 + 𝛽𝛽1𝑒𝑒𝑡𝑡−1 + 𝛽𝛽2𝑒𝑒𝑡𝑡−2 + 𝑢𝑢𝑡𝑡 


 {II | I}: {IIIa | II}: {IIIb | (I + IIIa)} 


𝛽𝛽0 -0.134** 
(0.028) 


1.149** 
(0.129) 


-0.034** 
(0.011) 


𝛽𝛽1 1.068** 
(0.136) 


0.3871** 
(0.141) 


1.257** 
(0.124) 


𝛽𝛽2 -0.005 
(0.144) 


0.015 
(0.100) 


-0.242 
(0.139) 


    
Sigma 0.003 0.00132769 0.00382 


log-likelihood 170.557 149.126812 294.245 
SEM-AR test: 4.1207 [0.0150]* 5.7961 [0.0055]** 1.9502 [0.1100] 
Normality test: 20.598 [0.0000]** 19.656 [0.0001]** 20.628 [0.0000]** 


Hetero test: 1.6843 [0.1771] 4.3025 [0.0096]** 2.1670 [0.0831] 
Hetero-X test: 1.6387 [0.1782] 3.3206 [0.0220]* - 
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ID-VAR:       𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗)′ 


 {II | I}: {IIIa | II}: {IIIb | (I + IIIa)} 


 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 


𝛽𝛽0 -0.111** 
(0.0351) 


3.792* 
(1.63) 


1.062** 
(0.170) 


44.407* 
(18.63) 


-0.052 
(0.031) 


4.512* 
(1.815) 


𝛽𝛽1: 𝑒𝑒𝑡𝑡−1 0.965** 
(0.149) 


-18.615** 
(-1.96) 


0.422** 
(0.145) 


1.999 
(16.99) 


1.007** 
(0.130) 


-15.143* 
(7.424) 


𝛽𝛽2: 𝑒𝑒𝑡𝑡−2 0.087 
(0.143) 


16.696 
(9.479) 


0.024 
(0.112) 


-23.830 
(13.50) 


0.016 
(0.129) 


12.880 
(7.397) 


𝛽𝛽1: (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 -0.005 
(0.003) 


1.429** 
(0.168) 


-.001 
(0.001) 


0.194 
(0.207) 


-0.008** 
(0.002) 


1.397** 
(0.139) 


𝛽𝛽2: (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−2 0.006** 
(0.002) 


-0.508** 
(0.160) 


0.002 
(0.001) 


-0.127 
(0.179) 


0.009** 
(0.002) 


-0.481** 
(0.128) 


       
log-likelihood 194.494 167.478 348.518 
SEM-AR test 1.4123 [0.1950] - - 


Normality test 31.841 [0.0000]** 36.723 [0.0000]** 99.035 [0.0000]** 
Hetero test 1.5408 [0.0796] 25.686 [0.0000]** 2.3043 [0.0023]** 


 


PPP-VAR:    𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                 𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 


 {II | I}: {IIIa | II}: {IIIb | (I + IIIa)} 
 𝑒𝑒𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 


𝛽𝛽0 -0.162** 
(0.044) 


0.119 
(0.102) 


1.107** 
(0.138) 


0.415 
(0.556) 


-0.036 
(0.045) 


0.217** 
(0.073) 


𝛽𝛽1: 𝑒𝑒𝑡𝑡−1 1.054** 
(0.144) 


-0.770 
(0.312) 


0.3808** 
(0.042) 


0.109 
(0.588) 


1.256** 
(0.148) 


-0.502* 
(0.237) 


𝛽𝛽2: 𝑒𝑒𝑡𝑡−2 0.023 
(0.150) 


0.705 
(0.322) 


0.017 
(0.108) 


-0.325 
(0.429) 


-0.240 
(0.144) 


0.391 
(0.233) 


𝛽𝛽1: (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−1 -0.107 
(0.072) 


1.123** 
(0.157) 


0.041 
(0.052) 


1.078 
(0.201) 


-0.037 
(0.079) 


1.140** 
(0.142) 


𝛽𝛽2: (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−2 0.145* 
(0.072) 


-0.478** 
(0.166) 


-0.046 
(0.051) 


-0.384 
(0.201) 


0.043 
(0.083) 


-0.507** 
(0.152) 


       
Sigma 0.003 0.007 0.001  0.004 0.006 


log-likelihood 315.480 260.631 556.65 
Vector SEM-


AR test 2.3032 [0.0213]* 1.4298 [0.2149] 1.7235 [0.0567] 


Vector 
Normality test 28.382 [0.0000]** 16.821 [0.0021]** 33.663 [0.0000]** 


Vector Hetero 
test 2.6769 [0.0006]** 1.9096 [0.0334]* 1.8381 [0.0201]* 


Vector Hetero-
X test 3.4248 [0.0000]** 1.3501 [0.2184] - 
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IDPPP-VAR:   𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜷𝜷𝟐𝟐𝒀𝒀𝒕𝒕−𝟐𝟐 + 𝒖𝒖𝒕𝒕,                𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑖𝑖𝑡𝑡 − 𝑖𝑖𝑡𝑡∗, 𝑝𝑝𝑡𝑡 − 𝑝𝑝𝑡𝑡∗)′ 


 {II | I}: {IIIa | II}: {IIIb | (I + IIIa)} 


 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 𝑒𝑒𝑡𝑡 (𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡 (𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡 


𝛽𝛽0 -0.135** 
(0.046) 


3.519 
(3.096) 


0.063 
(0.104) 


1.007** 
(0.178) 


40.379 
(21.40) 


0.101 
(0.729) 


-0.052 
(0.132) 


3.857 
(2.341) 


0.224** 
(0.082) 


𝑒𝑒𝑡𝑡−1 0.975** 
(0.144) 


-18.715 
(9.667) 


-0.628 
(0.325) 


0.440** 
(0.154) 


3.670 
(18.53) 


0.052 
(0.631) 


1.003** 
(0.131) 


-15.363* 
(7.566) 


  -0.404 
(0.268) 


𝑒𝑒𝑡𝑡−2 0.088 
(0.146) 


16.945 
(9.780) 


0.591 
(0.328) 


0.034 
(0.119) 


-23.418 
(14.29) 


-0.116 
(0.486) 


0.030 
(0.121) 


13.433 
(7.583) 


0.289 
(0.265) 


(𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−1 -0.012 
(0.085) 


-1.435 
(5.907) 


0.902** 
(0.191) 


0.026 
(0.057) 


-2.510 
(6.214) 


1.003** 
(0.225) 


0.098 
(0.070) 


-2.352 
(4.711) 


1.088** 
(0.157) 


(𝑝𝑝 − 𝑝𝑝∗)𝑡𝑡−2 0.057 
(0.088) 


2.719 
(5.697) 


-0.232 
(0.198) 


-0.046 
(0.052) 


0.894 
(6.617) 


-0.335 
(0.211) 


-0.059 
(0.081) 


3.595 
(4.491) 


-0.476* 
(0.165) 


(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−1 -0.005 
(0.003) 


1.366** 
(0.213) 


0.010 
(0.007) 


-0.001 
(0.001) 


0.1795 
(0.221) 


0.006 
(0.007) 


-
0.0095** 
(0.002) 


1.350** 
(0.157) 


0.004 
(0.005) 


(𝑖𝑖 − 𝑖𝑖∗)𝑡𝑡−2 0.005 
(0.003) 


-0.448* 
(0.207) 


-0.011 
(0.006) 


0.002 
(0.001) 


-0.105 
(0.206) 


  0.001 
(0.007) 


  0.010** 
(0.002) 


-0.435* 
(0.144) 


  -0.004 
(0.005) 


          
Sigma 0.003 0.187 0.006 0.001 0.164 0.005 0.003 0.183 0.006 


log-likelihood 343.600 280.267 617.165 
SEM-AR test 1.3885 [0.1556] 4.1160 [0.0007]** 1.4261 [0.0990]   
Normality test 36.132 [0.0000]** 41.274 [0.0000]** 99.574 [0.0000]** 


Hetero test 1.8452 [0.0024]** 4.4218 [0.0000]** 2.6975 [0.0000]** 
 


 


ER-CVAR:                  ∆𝒀𝒀𝒕𝒕 = 𝜷𝜷𝟎𝟎 + 𝜷𝜷𝟏𝟏∆𝒀𝒀𝒕𝒕−𝟏𝟏 + 𝜶𝜶𝜶𝜶𝜶𝜶𝑴𝑴𝒕𝒕−𝟏𝟏 + 𝒖𝒖𝒕𝒕, 


𝒀𝒀𝒕𝒕 = (𝑒𝑒𝑡𝑡, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡  𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡)′                  𝐸𝐸𝐸𝐸𝑀𝑀𝑡𝑡 = (𝑒𝑒 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)𝑡𝑡 


 {II | I}: {IIIa | II}: {IIIb | (I + IIIa)} 


 Δ𝑒𝑒𝑡𝑡 Δ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡 Δ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡 Δ𝑒𝑒𝑡𝑡 Δ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡 Δ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡 Δ𝑒𝑒𝑡𝑡 Δ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑦𝑦𝑡𝑡 Δ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑟𝑟𝑡𝑡  


𝛽𝛽0 -0.002** 
(0.000) 


0.001 
(0.003) 


-0.004 
(0.004) 


0.001 
(0.001) 


-0.007 
(0.006) 


0.007 
(0.006) 


  -0.003** 
(0.001) 


0.000 
(0.004) 


-0.003 
(0.005) 


∆𝑒𝑒𝑡𝑡−1 1.032 
(1.041) 


-10.385* 
(4.149) 


11.253** 
(4.446) 


0.605 
(0.447) 


5.941 
(4.638) 


-5.582 
(4.763) 


0.751 
(0.622) 


-1.424 
(3.215) 


2.025 
(3.491) 


∆𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡−1 -0.524 
(1.007) 


10.526* 
(4.011) 


-10.940** 
(4.297) 


-0.243 
(0.429) 


-5.846 
(4.454) 


5.786 
(4.574) 


-0.355 
(0.586) 


1.718 
(3.025) 


-2.012 
(3.285) 


∆𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑡𝑡−1 -0.575 
(1.016) 


10.584* 
(4.049) 


-11.057* 
(4.339) 


-0.256 
(0.435) 


-6.093 
(4.515) 


6.003 
(4.637) 


-0.404 
(0.596) 


1.739 
(3.081) 


-2.088 
(3.346) 


𝐸𝐸𝐸𝐸𝑀𝑀𝑡𝑡−1 0.699 
(1.474) 


17.728** 
(5.872) 


-15.809** 
(6.292) 


-0.579 
(0.595) 


2.014 
(6.168) 


-2.093 
(6.335) 


-0.348 
(0.871) 


10.057* 
(4.501) 


-9.395 
(4.887) 


          
Sigma 0.003 0.015 0.016 0.003 0.031 0.032 0.004 0.018 0.020 


log-likelihood 504.760 343.66 1029.678 


SEM-AR test 1.4983 [0.1009] 1.2520 [0.2959] 1.2865 [0.1511] 
Normality test 5.4337 [0.4895] 13.329 [0.0381]* 33.903 [0.0000]** 


Hetero test 1.5042 [0.0260]*  -  1.1860 [0.1400] 
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ABSTRACT 
Stekler and Symington (2016) construct indexes that 
quantify the Federal Open Market Committee’s views 
about the U.S. economy, as expressed in the minutes of 
the FOMC’s meetings. These indexes provide insights 
on the FOMC’s deliberations, especially at the onset of 
the Great Recession. The current paper complements 
Stekler and Symington’s analysis by describing how 
their indexes reveal relatively minor bias in the FOMC’s 
views when the indexes are reinterpreted as forecasts. 
Additionally, these indexes provide a proximate 
mechanism for inferring the Fed staff’s Greenbook 
forecasts of the U.S. real GDP growth rate, years before 
the Greenbook’s public release. 
 
Keywords: Autometrics, bias, Fed, financial crisis, 
FOMC, forecasts, GDP, Great Recession, Greenbook, 
impulse indicator saturation, projections, Tealbook, 
United States.  
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1.  INTRODUCTION 
Monetary policy decisions by the Fed’s Federal Open 
Market Committee (FOMC) have attracted considerable 
attention in recent years, especially with quantitative 
easing through large-scale asset purchases and with the 
introduction of forward guidance. The FOMC’s 
decisions are based in part on the Greenbook forecasts, 
which are economic forecasts produced by the Fed’s 
staff. The Greenbook forecasts and the FOMC 
participants’ own forecasts have been extensively 
analyzed in the economics literature. 
 
Stekler and Symington (2016) propose a creative and 
insightful innovation on such existing studies of U.S. 
monetary policy. Stekler and Symington employ a 
textual analysis of the minutes of the FOMC meetings 
for 2006–2010, developing quantitative indexes that 
reflect the extent of optimism or pessimism expressed in 
the FOMC minutes themselves on the current and future 
outlook for the U.S. economy.  
 
Specifically, Stekler and Symington search for select 
keywords in specified sets of paragraphs that 
characterize views on the outlook. Keywords range 
from “strong”, “robust”, “considerable”, “upbeat”, 
“brisk”, and “surge” for a very optimistic outlook to 
“recession”, “contraction”, and “sharp and widespread 
decline” for a very pessimistic one.  Stekler and 
Symington (2016, Table 2) provides details. From the 
frequencies of occurrence of the keywords, Stekler and 
Symington create two indexes, one for the current 
outlook and one for the future outlook. These indexes 
are called FOMC Minutes Indexes (or FMIs) below.  
 
Stekler and Symington then document properties of 
their indexes, including through comparisons with the 
Greenbook forecasts and with the forecasts from the 
Survey of Professional Forecasters (SPF).  Through 
these indexes and accompanying research, Stekler and 
Symington provide key insights on the views of the 
FOMC, especially those held at the onset of the recent 
financial crisis and Great Recession. Specifically, 
Stekler and Symington find temporary inaccurate 
assessments by the FOMC of the economy at that 
time—in part due to inaccurate advance estimates of 
GDP growth. 
 







2. SUMMARY 
Stekler and Symington’s indexes reveal even more. 
With few exceptions, Stekler and Symington’s indexes 
imply relatively minor bias in the FOMC’s views when 
the indexes are reinterpreted as forecasts. Furthermore, 
these indexes very closely track the Greenbook 
forecasts of the current-quarter and one-quarter-ahead 
U.S. real GDP growth rates. Stekler and Symington’s 
indexes thus provide a proximate mechanism for 
inferring these Greenbook forecasts, years in advance of 
the public release of the Greenbook. The minutes of an 
FOMC meeting are published three weeks after the 
meeting itself, whereas the Greenbook is not released to 
the public until at least five years after it is presented to 
the FOMC.  See Ericsson (2016) for a detailed 
comparison of the FMIs with the Greenbook forecasts 
and with the U.S. real GDP growth rates. 
 
3.  REMARKS AND IMPLICATIONS 
 Several implications follow directly from the results 
described above. First, and foremost, Stekler and 
Symington’s indexes provide a proximate mechanism 
for inferring Greenbook forecasts of the current-quarter 
and one-quarter-ahead U.S. real GDP growth rates, 
years in advance of the public release of the Greenbook. 
 
Second, the current-outlook FMI draws on text about 
the Fed staff’s views, whereas the future-outlook FMI 
ostensibly reflects the views of the FOMC participants 
on both current conditions and future outlook. In 
principle, these nuances are germane to the 
interpretation of the FMIs when compared with the Fed 
staff’s Greenbook forecasts. However, these distinctions 
appear unimportant over the sample considered. 
 
Third, it may seem surprising that FOMC participants’ 
views for the future outlook—as measured by the 
future-outlook FMI—are well-captured by the one-
quarter-ahead Greenbook forecast, noting that the 
policy-relevant horizon may be somewhat longer than 
one quarter ahead. The future-outlook FMI may thus be 
an even better proxy for Greenbook forecasts at longer 
horizons. Or, participants’ views may down-weight 
Greenbook forecasts at longer horizons, noting that 
Greenbook forecasts at two or more quarters ahead 
appear relatively uninformative when compared with 
naive forecasts such as a random walk or an 
unconditional mean growth rate. Also, because the 
future-outlook FMI quantifies the participants’ views 
for the future outlook in the minutes, comparison of the 
future-outlook FMI with the FOMC’s Summary of 
Economic Projections may be of interest. 
 
Fourth, the FMI itself could be improved, extended, and 
expanded. The measurement errors in the FMI due to 
truncation could be reduced or eliminated by expanding 


the range of Stekler and Symington’s score. The FMI 
could be constructed on a finer grid, noting that it 
currently has intervals of 0.6% or 0.7% per annum 
between adjacent values; see Stekler and Symington 
(2016, Table 4). And, the FMI could be extended 
through mid-2015, from which post-casts of the 
Greenbook for 2011 through mid-2015 could be 
constructed. The FMI also could be extended to 
meetings prior to 2006. Indexes over those periods 
might be more or less accurate than those over 2006–
2009; and the Greenbooks from 2010 onward have yet 
to be released publicly.  FMIs also could be constructed 
for other economic variables, such as inflation and 
unemployment. 
 
Fifth, impulse indicator saturation (IIS) serves as a 
diagnostic and exploratory tool for detecting potential 
missing information in a regression. IIS also serves to 
correct or adjust for such anomalies: here, specifically, 
by robustifying the results to the truncation effects. 
Focusing on specific known or suspected dates can 
enhance the analysis, albeit with supplemental IIS 
offering some protection from unsuspected events. IIS 
thus helps detect when the FMI deviated substantially 
from outcomes, and from the Greenbook forecasts. 
Clearly, “rejection of the null doesn’t imply the 
alternative”. However, for time series data, the date-
specific nature of IIS-type procedures can aid in 
identifying important sources of forecast error. Use of 
these tests in forecast development is consistent with a 
progressive modeling approach; see Hendry (1987), 
White (1990), and Doornik (2008).  See also Hendry 
(1999), who proposes IIS as a procedure for testing 
parameter constancy. Further discussion, recent 
developments, and applications of IIS appear in Hendry, 
Johansen, and Santos (2008), Johansen and Nielsen 
(2009), Hendry and Santos (2010), and Hendry and 
Doornik (2014). 
 
Sixth, the analysis above implicitly involves factorizing 
the joint distribution of the FMI, the Greenbook 
forecast, and the actual GDP growth rate into 
conditional and marginal distributions. Some 
factorizations may prove more fruitful than others; and 
this aspect merits further investigation. 
 
Seventh, textual analysis of the Greenbook itself may be 
fruitful. While the Greenbook includes numerical 
forecasts, it also includes extensive discussion of the 
factors underpinning those forecasts. The Greenbook 
thus constitutes “fore-diction”, a combination of 
numerical forecasts with a narrative. 
 
Eighth, the largest inaccuracies in the FMI occur at the 
onset of the financial crisis and Great Recession—in 
effect, at a turning point in the business cycle. As 







numerous papers document, turning points have been 
difficult to forecast; and the FMI’s inaccuracies may 
reflect that challenge. From an institutional perspective, 
it may be useful to isolate the causes of the forecast 
errors according to the various assumptions made. Such 
an analysis could lead to improved forecasts, or at least 
provide a deeper understanding of the sources of the 
inaccuracies. Equally, robust forecasting procedures 
could reduce or eliminate systematic forecast errors; see 
Hendry (2006). 
 
4. CONCLUSIONS 
Stekler and Symington (1016) propose and construct 
ingenious quantitative indexes that measure the extent 
of optimism or pessimism expressed in the FOMC’s 
minutes on the current and future outlook for the U.S. 
economy. These indexes help provide insights on the 
views of the FOMC, especially those held at the onset 
of the recent financial crisis and Great Recession. The 
current paper complements Stekler and Symington’s 
analysis by showing that, aside from a few specific 
instances, their indexes reveal relatively minor bias in 
the FOMC’s views when the indexes are reinterpreted 
as forecasts. These indexes also provide a proximate 
mechanism for inferring Greenbook forecasts of the 
U.S. real GDP growth rate, years before the public 
release of the Greenbook. Impulse indicator saturation 
proves central to obtaining these results. 
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Abstract 


We assess the quality of forecasts of the government budget balance made by the private sector for 
nine advanced economies between 1993 and 2013, with a special focus on the Great Recession 
period. Private sector forecasts tend to be optimistic; that is, they start out forecasting that the 
balance will be higher than the eventual outcome. Fiscal forecasts display information rigidity, a 
feature of forecasts emphasized by Coibion and Gorodnichenko (2012). This information rigidity—
namely, the tendency to smooth forecast revisions—proves costly around turning points, as 
illustrated in this paper using forecasts made during the Great Recession.  
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1. Introduction 
Governments are often thought to be under pressure to produce forecasts of the budget 


balance that are too optimistic. Using data for official government forecasts in 33 countries, Frankel 
(2011) found that the outcome for fiscal balances tends to be lower than initially forecast, i.e. there 
is a bias towards optimism. Similar results have been found in other studies (see Leal et al., 2008). 
The findings of bias have prompted calls that fiscal forecasts should be produced by independent 
agencies or that government forecasts should be complemented by private sector forecasts, which 
are less likely to be subject to political pressures (Frankel and Schreger, 2014).  


 
The recommendation for using private sector fiscal forecasts leads to an obvious question: 


how good are these forecasts? This paper builds on the work of Jalles et al. (2015) in assessing the 
quality of private sector fiscal forecasts. It extends that work by looking at individual countries 
instead of an aggregate for all advanced countries and by expanding the data set to cover the 
important period of the Great Recession. The forecasts are taken from the publication Consensus 
Economics and are available for nine advanced economies between 1993 and 2013.  


 
Our main findings can be summarized as follows. First, we show that private sector budget 


balance forecasts typically display bias towards ‘optimism’ but the extent of the bias differs across 
countries. Second, we find that budget balance forecasts exhibit ‘information rigidity’; that is, 
revisions to forecasts tend to be smooth. This tendency proves costly around turning points in the 
economy, which we illustrate here using the forecast errors made during the Great Recession.  


 
The remainder of the paper is organized as follows. Section 2 describes our data. In Section 


3, we discuss the methodology and present the main results. Section 4 takes a closer look at the 
Great Recession period. The last section concludes. 


 
2. Data and summary statistics  


Consensus Economics provides individual country forecasts of several macroeconomic 
variables, including the annual budget balance for the current year and the year ahead, at the 
monthly frequency since 1989. Thus, for each year, there is a sequence of 24 forecasts: (i) the first 
twelve made during the previous year, i.e. the year-ahead forecasts; and (ii) the next twelve made 
during the target year, i.e. the so called current-year forecasts. 


 
Our sample consists of nine advanced economies for which fiscal forecasts are available. 


The countries included in our study are Australia, Canada, France, Germany, Italy, Japan, New 
Zealand, the United Kingdom and the United States. We look at the arithmetic mean of the forecasts 
of budget balance for the period from February 1993 to December 2013.1 In addition, our dataset 
includes the arithmetic mean of the forecasts of real GDP growth from Consensus Economics, and 
the actual real GDP growth and budget balance-to-GDP ratio from the IMF’s International Financial 
Statistics.  


 
The event being forecasted is the average budget balance-to-GDP ratio for a given target 


year.  For each target year, a number of forecasts are made at various horizons. So, for example, for 


                                                 
1 The majority of forecasters are from the private sector and range between 10 and 30. 
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the target year 2009, the first forecast is typically made in January 2008 and the last one in 
December 2009. We index the sequence of forecasts by the horizon (h), with h=24 corresponding to 
the first forecast made and h=1 corresponding to the last. We make a distinction between year-
ahead forecasts (h=13 to 24) and current-year forecasts (h=1 to 12). 


 
Figure 1 plots the distribution of the budget balance-to-GDP ratios over the sample period. 


We present the distribution for horizons, h = 21, 9, 3, and 1. At h = 21, the distribution is centered 
around a deficit of between 2 and 4 percent of GDP. As the forecast horizon shortens, the 
distribution of forecasts converges as expected toward the distribution of actual values. 
 
 


Figure 1. Distributions of actual and forecasted budget balances. 


 
 


 
In Table 1, we show the mean error (ME), the mean absolute error (MEA), and the root 


mean squared error (RMSE). A positive value corresponds to ‘pessimism’ about the budget balance 
and a negative value denotes ‘optimism’. Overall, there is bias toward ‘optimism’; this feature is 
larger for the year ahead forecasts than for the current year forecasts (-0.58 vs. -0.46). As expected, 
current-year forecasts are more accurate than year-ahead forecasts.  


 
Table 1. Summary statistics on budget balance 


forecast errors. 
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Stat. 


 
Panel A: Budget balance forecast errors 


Full sample  
ME -0.52 


MAE 1.32 
RMSE 1.86 


Year ahead  
ME -0.58 


MAE 1.52 
RMSE 2.14 


Current year  
ME -0.46 


MAE 1.14 
RMSE 1.58 


Notes: This table presents some descriptive statistics for the sample of 9 advanced economies. ME, MAE and RMSE stand for the 
mean forecast error, the mean absolute forecast error and the mean square forecast error, respectively.  
 


 
3. Quality of forecasts  
3.1. Tests of bias and efficiency 


 
The forecast error is given by 
 


                        𝐴𝐴𝑡𝑡 − 𝐹𝐹𝑡𝑡ℎ = 𝛼𝛼 + 𝜀𝜀𝑡𝑡ℎ,  (1) 
 


where  is the actual value of the budget balance-to-GDP ratio for target year t,  is the forecast 
for that target year made at horizon h, is the corresponding forecast error and h = 1, 2, .., 24.  


 
 


Table 2. Test of bias. 
Regressors Dependent variable: forecast error 


 h = 21 h = 15 h = 9 h = 3 


Constant -0.71*** -0.55*** -0.50*** -0.36*** 


 (0.19) (0.14) (0.11) (0.12) 


Num. of Obs. 138 180 184 124 
 


Note: The dependent variable is Consensus forecast error. Each cell reports the results of a regression of forecast errors 
on a constant for the sample of 9 countries. Heteroskedastic-consistent robust standard errors are reported in 
parenthesis. * Significance at 10%. ** Significance at 5%. *** Significance at 1%. 
 


 
To test for bias, a necessary and sufficient condition is that the mean forecast error is 


significantly different from zero (Holden and Peel, 1990). Thus, forecasts are unbiased if we cannot 
reject the null hypothesis that . If the estimated coefficient is negative, forecasts are biased 
toward optimism. Table 2 reports, for four different forecast horizons (i.e. h = 21, h = 15, h = 9 and 
h = 3), the estimates and the standard errors of . We find that forecasts are biased towards 
optimism as the estimates of the constant term are always negative and statistically significant. 


tA thF


thε


0=α


α
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Compared with year ahead forecasts (i.e. h = 21 and h = 15), current year forecasts (i.e. h = 9 and h 
= 3) are less biased.   


 
Next, to test for efficiency, we regress actual observations on a constant plus the forecast: 
  


                        𝐴𝐴𝑡𝑡 = 𝛼𝛼′ + 𝛽𝛽𝐹𝐹𝑡𝑡ℎ + 𝜀𝜀𝑡𝑡ℎ.  (2) 
 
Forecasts are efficient if we cannot reject the null hypothesis that  and . 


 
Table 3. Test of efficiency. 


 Dependent variable: “actual” budget balance 
Regressors h = 21 h = 15 h = 9 h = 3 
Constant -1.31*** -0.75*** -0.61*** -0.40*** 
 (0.30) (0.19) (0.16) (0.14) 
Forecast 0.80*** 0.92*** 0.96*** 0.98*** 
 (0.07) (0.05) (0.04) (0.04) 
Adj. R-square 0.48 0.69 0.79 0.82 
F-statistic 9.70 8.71 9.77 4.73 
p-value 0.00 0.00 0.00 0.01 
Num. of Obs. 138 180 184 124 


Note: The F-statistic and associated p-value are for the test of the null hypothesis that the constant equals zero and the 
slope equals one. Country fixed-effects are included in each regression. Heteroskedastic-consistent robust standard 
errors are reported in parenthesis. *Significance at 10%. ** Significance at 5%. *** Significance at 1%. 
 


Table 3 presents our results for the same four forecast horizons. For the full sample, we 
reject the null hypothesis of a unit coefficient and a zero constant at all forecast horizons under 
scrutiny. We thus conclude that the forecasts are not efficient.  
 
 
3.2. Tests of information rigidity 


 
A well-known property of rational forecasts is that successive revisions of forecasts of the 


same event should be uncorrelated (Nordhaus, 1987). To explain the departure from full 
information rational expectations—and thus the serial correlation in forecast revisions—two main 
classes of theories have been put forward: (1) ‘sticky information’ (Mankiw and Reis, 2002); and 
(2) ‘noisy information’ (Woodford, 2001; Sims, 2003). 


 
According to Coibion and Gorodnichenko (2012), both classes of theories of information 


rigidities are consistent with the correlation between the forecast error and the forecast revisions. 
Thus, the coefficient on the forecast revision is zero under the null of full informational rational 
expectations, whereas a positive value indicates information rigidity. 


 
We implement this test by defining: (i) the ‘initial’ revision of the forecast as the change in 


the forecast between October and April of the previous year (i.e. between h = 21 and h = 15); (ii) 
the ‘middle’ revision as the change between April of the current year and October of the previous 
year (i.e. between h = 15 and h = 9), and (iii) the ‘final’ revision as the change between October of 
the current year and April of the current year (i.e. between h = 9 and h = 3). In all cases, we use 
final values of the actual data. Our regression then takes the following form: 


1=β 0'=α
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𝐴𝐴𝑡𝑡 − 𝐹𝐹𝑡𝑡−21 = 𝛼𝛼 + 𝛽𝛽(𝐹𝐹𝑡𝑡−21 − 𝐹𝐹𝑡𝑡−15) + 𝜀𝜀𝑡𝑡.                           (3) 


 
We can reject the presence of information rigidity if the null hypothesis that β=0 cannot be 


rejected.  
 
The results of regressions of forecast errors on ‘final’, ‘middle’, and ‘initial’ forecast 


revisions are shown in Table 4. While we find evidence of information rigidities for in all the three 
periods, their presence tends to be higher in the  ‘middle’, and ‘initial’ periods than in the ‘final’ 
periods.  


 
Table 4. Test of information rigidity: Coibion and Gorodnichenko (2015). 


   Regressors Adj. R-squared 
Dependent Var. Initial 


revision 
Middle 
revision 


Final 
revision 


Constant  


Forecast error 0.60** 
 


 0.01 0.10 
 (0.26) 


 
 (0.16)  


Forecast error  0.62**  -0.03 0.10 
  (0.26)  (0.11)  
Forecast error  


 
0.31** 0.11 0.09 


  
 


(0.14) (0.07)  
Note: The dependent variable is the forecast error. Heteroskedastic-consistent robust standard errors are reported in parenthesis. 
*Significance at 10%. **Significance at 5%. *** Significance at 1%. 
 
 


As noted by Coibion (2015) and Dovern et al (2015), one drawback of the Coibion and 
Gorodnichenko (2012) test is that it requires the use of the outcomes and hence requires a judgment 
on whether one should use the latest version of the outcomes or some earlier ‘real-time’ vintage. An 
alternative test of information rigidity, following Nordhaus (1987), is to regress forecast revisions 
on past forecast revisions: 


 
                         𝐹𝐹𝑡𝑡,21 − 𝐹𝐹𝑡𝑡,15 = 𝛼𝛼 + 𝛽𝛽1�𝐹𝐹𝑡𝑡,15 − 𝐹𝐹𝑡𝑡,9� + 𝛽𝛽2�𝐹𝐹𝑡𝑡,9 − 𝐹𝐹𝑡𝑡,3� + 𝜀𝜀𝑡𝑡.                           (4) 


 
In this case, we reject the presence of information rigidity if the null hypothesis that β1=0 and β2=0 
cannot be rejected. 
 
 


Table 5. Test of information rigidity: Nordhaus (1987). 
 
 


Regressors Adj. R-Square 
Dependent Var. Middle revision Initial revision Constant  
Final revision 0.37***  -0.05*** 0.23 
 (0.02)  (0.01)  
Final revision 0.37*** -0.01 -0.07*** 0.23 
 (0.03) (0.02) (0.01)  


Note: The dependent variable is the final revision. Heteroskedastic-consistent robust standard errors are reported in parenthesis. 
*Significance at 10%. ** Significance at 5%. *** Significance at 1%. 
 


The results from this alternative test of information rigidity are shown in Table 5. We find a 
positive and statistically significant correlation among forecast revisions. Moreover, the correlation 
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between final revision and middle revision remains unchanged when we add the initial forecast 
revision to the set of regressors. Thus, we again reject the efficiency of budget balance forecasts. 
 
 
4. Forecasts of budget balances during the Great Recession 


The costs of information rigidity—that is, the tendency to smooth forecast revisions—
become apparent around turning points. As shown in Figure 2, there is a positive association 
between budget balance-to-GDP forecast errors and GDP growth forecast errors.  
 


Figure 2. Budget balance and GDP growth forecast errors. 


 
 
 


Figure 3 shows that during recessions, forecasters miss the realized actual value by a larger 
amount, and the Great Recession was an stark example of this failure.  
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Figure 3. Mean forecast errors: Unconditional, all recessions and Great Recession. 


 
 


The analysis of the inter-quartile time profile of forecast errors in Figure 4 shows that 
forecasters did not anticipate a deterioration of the budget balance in the year preceding the Great 
Recession. This forecast error is also pronounced in the current year panel. 


 
Figure 4. Inter-quartile time profile of forecast errors. 
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A plot of mean forecast errors during all episodes of recessions versus those during the 
Great Recession confirms that errors were larger during the latter (Figure 5).  
 


Figure 5. Mean forecast errors of budget balance during all recessions and Great Recession. 


 
Note: Australia did not have any recessions over our sample period prior to the Great Recession episode. 


 
A closer look at U.S. fiscal forecasts provides a clear illustration of some of the key 


empirical findings of this paper. In Figure 6, taking current year forecasts at the 6-month horizon 
(i.e. h = 6) as the benchmark, large errors were made during the recession of 2001-02 and again 
during the Great Recession (2007-08). Forecasts errors during the 2009-13 recovery were modest. 
 
 


Figure 6.  Actual and forecasted budget balances in the US. 


 
 
The positive correlation between budget balance forecasts and GDP growth forecasts is also 


visible in Figure 7, which zooms in on the months of the Great Recession. The strong downward 
revision in the real GDP growth forecast in the last quarter of 2008 is accompanied by a similar 
shift in the budget balance forecast. In early 2010, real GDP growth forecasts were raised 
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substantially and have remained around 2% since then. Correspondingly, budget balance forecasts 
have been lowered, but at a slow pace reflecting the weak recovery.  


 
 


Figure 7. US forecast of GDP growth vs. forecast of budget balance during Great Recession 


 
 


 
5. Concluding remarks  


Our paper assesses the quality of private sector monthly forecasts of the budget balance 
using data for nine advanced economies over the period 1993-2013. 


 
We find that these forecasts exhibit a bias towards ‘optimism’: forecasts of the budget 


balance tend to be lower than the outcomes. We also find that forecasts display ‘information 
rigidity’: forecast revisions tend to smooth, which is inconsistent with the properties of an efficient 
forecast. This inefficiency proves costly around turning points, when the data changes a lot but 
forecasts change little, at least initially. These large forecast errors around recessions substantitally 
lower the overall accuracy of forecasts. The Great Recession provides a stark illustration of these 
properties: for most countries, including the United States, large errors were made in forecasting 
real GDP growth and, hence, fiscal balances.  


 
To conclude, while it is a good idea to complement government fiscal forecasts with those 


from the private sector, there are steps that the private sector could also take to improve the quality 
of its own forecasts. 
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Caseload Forecasting and Forecast Accuracy in the Federal Judiciary 
 


By John Golmant1


Abstract 
 
The federal Judiciary must be able to process its business 
efficiently. Having a sense of how much work is 
expected in the future helps the Judiciary plan its 
budgetary and staffing requirements. To accomplish this, 
the Administrative Office of the U.S. Courts (AO) 
regularly produces forecasts of future court caseloads, 
the main determinants of workload. 
 


The forecasts are highly accurate, and the 
measures of error provide a sense of credibility and 
transparency. In addition, the measures of error and 
accuracy offer insights into the ongoing validity of 
particular forecasting models. 


 
Introduction1 
 


The three branches of federal government-- the 
Executive Branch, the Legislative Branch, and the 
Judicial Branch--work together to ensure that every 
citizen is protected under the Constitution. Simply put, 
the Legislative Branch writes the laws and provides 
funding for government operations; the Executive 
Branch implements and enforces the laws; and the 
Judicial Branch interprets the laws and determines their 
constitutionality. The federal Judiciary, sometimes 
referred to as the Third Branch, comprises the U.S. 
Supreme Court, 12 circuit courts of appeals, the Federal 
Circuit Court of Appeals, 94 district courts, 90 
bankruptcy courts, the Court of International Trade, the 
Court of Federal Claims, and various support offices. 
The Judicial Conference of the United States2 and the  


 
AO3 play key roles in the daily operation of the 


                                                 
 
1 Most of the text in the Introduction, Caseload 
Projections, and Forecast Methodology sections 
appeared previously in “The Role of Forecasting in the 
Federal Judiciary,” written by Golmant, Woods, and 
Scott for the 2012 Federal Forecasters Conference. 
2  As a direct result of Congressional action in 1922, the 
Judicial Conference was created to serve as the policy 
making body to govern the administration of the United 
States courts.  


3  The AO was created in 1939 to serve the federal 
Judiciary in carrying out its constitutional mission to 


federal Judiciary. 
 


The practical business of the Judiciary includes 
administering justice in civil, criminal, and bankruptcy 
matters; providing probation and pretrial services; and 
ensuring the availability of legal representation in 
criminal cases for defendants in criminal matters. The 
work of the federal courts is largely determined by 
outside sources. In general, the Judiciary itself does not 
create the work, nor does it have influence over the type 
of work presented before it. For example, during the 
1980s and 1990s, consumer attitudes toward credit, 
coupled with the financial industry=s willingness to lend 
money, created a society encumbered with record levels 
of personal debt. 4  One practical result of this 
phenomenon was that millions of consumers filed for 
personal bankruptcy protection through the federal 
courts.5 During the 1990s and 2000s, in part because of 
an expanding U.S. economy, many foreigners entered the 
U.S. illegally or overstayed the deadlines of their 
temporary work visas. Enforcement of immigration law 
resulted in tens of thousands of immigration cases 


                                                                             
provide equal justice under law. The AO provides a wide 
range of administrative, legal, financial, management, 
program, and information technology services to the 
federal courts. The AO provides support and staff 
counsel to the Judicial Conference and its committees, 
and it implements and executes Judicial Conference 
policies, as well as applicable federal statutes and 
regulations. The AO facilitates communications within 
the federal Judiciary and with Congress, the Executive 
Branch, and the public on behalf of the federal Judiciary. 
The current director, James C. Duff, was appointed 
January 5, 2015. The director is the chief administrative 
officer for the federal courts and secretary to the Judicial 
Conference of the United States. 


4 In 1980, total consumer credit reached approximately 
352 billion dollars. By 2000, total consumer credit hit 
1,717 billion dollars—a 388 percent increase over 1980 
levels. Source:  U.S. Board of Governors of the Federal 
Reserve System, Consumer Credit Report, Report G-19. 
 
5 In 1980, 210,364 bankruptcy petitions were filed. In 
2000, 1,282,102 petitions were filed---a 509 percent 
increase. Source:  Annual Report of the Director of the 
Administrative Office of the U.S. Courts, F-Series tables. 
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entering the federal judicial system.6 
 
The Judiciary cannot influence what laws are 


created, nor can it determine how the laws are enforced. 
Nevertheless, it must prepare a budget that takes into 
account the type and amount of work it expects to have. 
To accomplish this, the AO prepares annual forecasts of 
caseload activity--the main determinant of workload. 
The annual forecasts are, in turn, used to formulate future 
budget requirements, which are submitted to Congress 
for funding.  
 
Caseload Projections 
 


The Judiciary Data and Analysis Office (JDAO) 
within the AO is responsible for formulating the 
forecasts. Different types of cases account for different 
types of work. For example, a bankruptcy filing is very 
different from a criminal filing in terms of the type and 
amount of work needed to resolve the case. Table 1 
provides a listing of the various case types and other 
work factors for which JDAO prepares forecasts. 
 
Table 1. Work Factors 
 


 
 Within a particular case type or work factor, 
subcomponents are also examined. Each subcomponent 
has a unique contribution to the overall workload. For 
example, different types of bankruptcy cases have 
different work requirements. JDAO produces forecasts 
of chapter 7 filings, chapter 11 filings, chapter 12 filings, 
and chapter 13 filings. 7 Chapter 7 filings account for 


                                                 
6 In 1990, 3,063 immigration defendants were brought to 
the federal courts; in 1995, 4,471 immigration defendants 
were brought to the courts; in 2000, 13,052 immigration 
defendants went to court; and in 2005, 18,322 
immigration defendants were brought to court. Source: 
Annual Report of the Director of the Administrative 
Office of the U.S. Courts, Table D-3. 
 


7 The different chapter designations refer to the 


roughly 70 percent of overall bankruptcy filings, but 
generally require the least amount of work relative to 
other chapter types. In contrast, chapter 11 filings 
account for a much smaller percentage of overall 
bankruptcy filings, but generally require much more 
work by judges and court staff. Table 2 provides a listing 
of the subcomponents for the major case types and work 
factors. 
 
Table 2. Subcomponents for Selected Work Factors 
 


Bankruptcy Filings 
Total Bankruptcies 
Chapter 7 
Chapter 11 
Chapter 12 
Chapter 13 
Adversary Proceedings 
Adversary Terminations 
Civil Filings 
Total Civil Filings 
US Plaintiff Recoveries 
Social Security Filings 
Prisoner Petitions 
Diversity Filings 
Other Filings 
Non-prisoner Pro Se Filings 
Criminal Filings 
Total Cases 
Total Defendants 
Drug Defendants 
Immigration Defendants 
Other Defendants 
Felony Defendants 
CJA Representations 
Total Representations 
Drug Representations 
Immigration Representations 
Weapons Representations 
Fraud Representations 


                                                                             
corresponding chapters of the Bankruptcy Code. A 
chapter 7 bankruptcy petition calls for debt forgiveness 
and liquidation of unprotected assets. A chapter 11 
bankruptcy petition requests a court-managed debt 
restructuring for large corporations. A chapter 12 filing 
provides a family farmer with court-managed debt 
restructuring. A chapter 13 petition calls for debt 
restructuring for a consumer or small business. For 
more information on bankruptcy, see Bankruptcy 
Basics at 
http://www.uscourts.gov/FederalCourts/Bankruptcy/Ba
nkruptcyBasics.aspx. 


Bankruptcy Filings 
Appellate Court Filings 
District Court Filings 


 Civil Filings 
 Criminal Filings 


Persons Under Supervision Following Conviction 
(Probation) 
Pretrial Services 
Petit Jurors 
Grand Jurors 
Criminal Justice Act (CJA) Representations 
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Other Criminal Representations 
Appeals Representations 
Other Representations 


 
Some work is indirectly related to the number of 


cases entering the federal courts. The number of grand 
jurors and petit jurors called for service, the number of 
persons using probation and pretrial services, and the 
number of public defender representations (CJA 
representations) are dependent, to various degrees, on the 
number of filings entering the federal courts.  


 
Forecast Methodology 
 


Data-based statistical time series models are 
used to project future caseload. More specifically, JDAO 
employs autoregressive integrated moving average 
(ARIMA) models, dynamic regression models (a 
regression model with ARIMA errors), and transfer 
function models to compute projections. A data-based 
approach offers an objective, impartial means of 
producing estimates of future workload. This approach 
can also accommodate changing laws, changing law 
enforcement policies, and a changing economy. 
 


With respect to the JDAO budget submission 
forecasts, monthly data are employed in most of the time 
series models. For many case types, monthly data are 
available from 1980 onward.8 Projected estimates are 
formulated at the monthly level, then aggregated to the 
annual level. Estimates for each subcomponent for each 
case type are computed three times during the year. The 
first forecast includes a projection for each of three 
forecast horizons--the current business year (the 
12-month period ending June 30), the next business year, 
and the business year after that.9 This forecast uses data 
through the most recent calendar year (the 12-month 
period ending December 31). This forecast is typically 
available in early spring. The second forecast horizon 
typically corresponds to the forecast that used in 
developing the Judiciary’s initial budget estimates.  


                                                 
8 The models formulated for bankruptcy filings, appeals 
filings, and civil filings employ data back to 1980; for the 
models formulated for criminal filings and juror usage, 
monthly data go back to 1990; for the models for 
defender representations, data go back to 1994; and for 
the models of probation and pretrial, data go back to 
1992. 
  
9 Juror services forecasts use forecast horizons that are 
based on the fiscal year (the 12-month period ending 
September 30). The CJA representations forecasts are 
based on the 12-month period ending March 31. 


 
The second forecast includes the same three 


forecast horizons, but uses data through March. This 
forecast is typically available in late spring. The last 
forecast is available in the fall and uses data through 
September. It includes the latter two forecast horizons. 
By and large, the forecasts associated with first of these 
two horizons are the ones used to develop the final 
estimates for the final budget submission to Congress. 


 
After each set of forecasts is formulated, JDAO 


formally presents the forecasts to the users, which are 
AO division offices. The presentation itself includes 
written documentation, discussion of the forecasting 
methodology, an exchange of information regarding the 
major influences on the case types, and an opportunity 
for the users to comment on particular sets of forecasts. 


 
Forecast Accuracy and Transparency 
 


Every forecast is an estimate, and, hence, every 
forecast will have an error associated with it. To promote 
accountability and transparency in the forecasting 
process, JDAO provides a synopsis of the forecast 
accuracy rates to senior staff at the AO every year. The 
synopsis is vital to the ongoing confidence senior 
management has with respect to the forecasting process 
and the forecasts themselves. Simply put, accurate 
forecasts imply credible budget formulations. In 
addition, the synopsis provides a platform from which 
JDAO can defend its forecasts. 


 
Forecast accuracy is measured in terms of 


percent error (which, for the purposes of this paper, will 
also be denoted as error rate). Historical forecast 
accuracy is measured in two ways: the mean absolute 
percent error (MAPE) and the mean percent error (MPE). 
The MAPE and MPE are useful in determining how the 
current set of error rates compares to the historical 
record.  


 
The MAPE is the average of all percent errors 


(in absolute terms) for every forecast season for which 
we have been keeping track of percent errors. 10 The 
MAPE provides a rough approximation of future error 
rates, but it is not an exact measure because it cannot 


                                                 
10 For each program area except pretrial services and 
defender services, we used 28 years of forecasts to 
compute the MAPEs and MPEs. We used 24 years for 
pretrial services and 22 years for defender services.  The 
different time periods reflect the number of years for 
which we have been forecasting for a particular program. 
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account for any unusual events (e.g., new legislation, 
economic recessions, and policy shifts within the 
Executive Branch) that may occur in the future and affect 
the forecast accuracy. For example, because the last 
recession (the Great Recession) had a greater impact on 
consumer debt patterns than expected, the projections of 
bankruptcy filings following the recession consistently 
overestimated the actual number of petitions filed. 


 
The MPE is the average of all percent errors. It 


is useful in determining whether any historical upward or 
downward statistical bias exists in the estimation 
process. Negative MPE values indicate that we have 
historically underestimated the court activity measured; 
positive MPE values indicate that we have historically 
overestimated the measured court activity. If the 
forecasts have historically underestimated activity as 
often as they overestimated activity, the MPE would be 
zero, indicating that the estimation process is likely 
unbiased statistically. Like the MAPE, the MPE provides 
only a rough approximation of future biases. 
 
 Appendix A includes the forecast accuracy 
tables that were presented to the AO senior staff last year. 
Each of the major program areas is represented. The 
accuracy rates presented here were computed for the 
forecasts that were used to develop last year’s budget 
submission to Congress. Each table provides accuracy 
rates for all three forecast periods, and below each table 
is a brief explanation as to why the accuracy rates last 
year may have deviated from those of previous years.  
 
Forecast Accuracy as a Measure of Credibility 
 
 As shown in Appendix A, last year, the 
forecasts were very accurate overall. Those forecasts 
with small percent errors are accurate forecasts. Those 
forecasts with small MAPEs and MPEs are historically 
accurate. Historically accurate forecasts imply credible 
forecasts. As seen in the appendix, last year, the 
projections with error rates below 5 percent included: 
 
● 9 of the 9 of the projections with 3- to 6-month 


forecast horizons.    
 
● 8 of the 9 of the projections with 6- to 12-month 


forecast horizons, and 
 
● 6 of the 9 of projections with 18- to 24-month 


forecast horizons.   
 


Hence, the vast majority of percent errors were 
small.  
 


The projections with historical error rates (as 
measured by the MAPE) below 5 percent included:  
 


 ● 9 of the 9 of the MAPEs associated with the 3- 
to 6-month forecast horizons.   


 
● 7 of the 9 of the MAPEs associated with the 6- 


to 12-month forecast horizons, and 
 
● 1 of the 9 of the MAPEs associated with the 18- 


to 24-month forecast horizons. 
    


In addition, 18 of the 27 forecast error rates 
were equal or superior to their respective MAPEs (in 
absolute value).  


 
The projections with historical error rates (as 


measured by the MPE) below 1 percent (in absolute 
value) included:  
 
● 9 of the 9 of the MPEs associated with the 3- to 


6-month forecast horizons.   
 
● 6 of the 9 of the MPEs associated with the 6- to 


12-month forecast horizons, and 
 
● 2 of the 9 of the MPEs associated with the 18- to 


24-month forecast horizons.  
   


Hence, the potential for bias appears to be 
minimal for those forecasts with shorter forecast 
horizons. The AO senior staff and budget development 
staff should have confidence in the overall utility of the 
forecast estimates. 
 
Forecast Accuracy as an Indicator of Model 
Viability. 
 


Examining forecast error rates for particular 
program areas can also be revealing in a different 
context. Error rates can help determine whether systemic 
problems exist in the formulation of the forecasting 
models. For example, as Figure 1 in Appendix B depicts, 
the number of bankruptcy filings across time has an ebb 
and flow that is consistent with a cyclical pattern. That is, 
periods of decline are followed by periods of increase, 
and these periods occur sporadically and for irregular 
durations. One would expect the near-term forecasts to 
be more accurate than the longer-term forecasts, as it is 
very difficult to predict long-term cyclical behavior. In 
addition, as shown in Appendix A, the error rates (both 
actual and historical) tend to be larger for the bankruptcy 
program than those for the other programs. The 
forecasting models are having difficulties predicting the 
cyclical behavior of bankruptcy filings. To alleviate this 
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problem, we are continually examining possible leading 
indicator variables. The leading indicators would allow 
the forecaster to more readily predict the ebb and flow of 
the series. Examples of leading indicators include the 
debt-to-income ratio and the debt service ratio.  


 
The debt-to-income ratio can be defined in a 


number of ways, depending on how one defines debt and 
how one defines income. For instance, debt can be 
defined as revolving debt plus nonrevolving debt 
(hereafter denoted as total debt), as revolving debt, or as 
nonrevolving debt.11 As shown in Figure 2 of Appendix 
B, these series moved in tandem more or less preceding 
the Great Recession.12 Following the Great Recession, 
the nonrevolving debt-to-income ratio and the revolving 
debt-to-income ratio moved in different directions. The 
nonrevolving debt-to-income ratio moved up (as 
consumers purchased cars and accumulated more student 
loan debt), whereas the revolving debt-to-income ratio 
went down (as consumers got rid of credit card debt). 
The total debt-to-income ratio moved in the same 
direction as that of the nonrevolving debt-to-income 
ratio, as total debt was influenced more by nonrevolving 
debt than by revolving debt.  


 
Prior to and immediately following the Great 


Recession, the statistical models used the total 
debt-to-income ratio as a leading indicator for 
bankruptcy filings, but the behavior of bankruptcy filings 
did not mimic the total debt-to-income ratio after the 
recession. Bankruptcy filings went down, but the total 
debt-to-income ratio went up.  Hence, the statistical 
models produced overestimates. 


 
Bankruptcy filings appear to be moving in 


tandem with the revolving debt-to-income ratio. The 
most recent set of bankruptcy estimates use the revolving 
debt-to-income ratio as a leading indicator. 


  
As indicated in Appendix A, the forecasts 


formulated for the CJA program are very good in terms 
of forecast error.  That is, the error rates are small, and 
the MAPEs are reasonably small as well. However, the 
MPE is negative for all three forecast horizons. This 
                                                 
11 Revolving debt can be defined as debt whose balance 
can carry over from one month to the next.  Typically, 
this type of debt is characterized by variable interest rates 
and defined credit limits. Examples of this type of debt 
include credit card debt and home equity lines of credit. 
Nonrevolving debt can be defined as debt with a set limit 
and a set payment schedule over a set period of time. 
Examples include auto loans and student loans. 
12 The Great Recession occurred between December 
2007 and June 2009. 


suggests that the JDAO has consistently underestimated 
the true value of CJA representations. Close examination 
of the data reveals two culprits. One of the 
subcomponents of CJA representations, illegal 
immigration (illegal entry) representations, has been 
particularly problematic. As Figure 3 suggests, over the 
last decade, these cases have surged repeatedly. These 
surges are not consistent in magnitude or period, so they 
are difficult to accurately predict. The subcomponent 
“other representations” is another major culprit. As 
Figure 4 shows, the number of FDO “other 
representations” spiked in 2008 and 2011. These spikes 
were due to a change in sentencing guidelines that 
effectively reduced sentences for convicted crack 
cocaine drug defendants. Implementation of the new 
guidelines required the help of federal defenders—hence 
the surges. The magnitude of the surges could not be 
predicted beforehand, so forecasts for this subcomponent 
underestimated the actual number of “other 
representations.” More recently, “other representations” 
spiked due to the “drugs minus two” changes in 
sentencing guidelines. The new guidelines effectively 
reduce the sentences for eligible convicted drug 
defendants. Ways to combat the systemic 
underestimation in the CJA program include: researching 
causes of and trends in illegal immigration, and 
examining previous trends in representations when 
sentencing guidelines were changed significantly. 
 
Concluding Remarks 
 


The work of the federal Judiciary largely 
reflects the number of cases entering the federal courts. 
Legislative, administrative, and economic forces outside 
the control of the Judiciary all affect the number of cases. 
The Judiciary must anticipate its workload to help plan 
its budget and manage its resources. The JDAO provides 
accurate projections of future caseloads to help the 
Judiciary formulate credible budget estimates. The 
JDAO regularly broadcasts the accuracy rates of its 
projections to senior staff within the AO. The accuracy 
rates inform the forecasting process and promote 
transparency. The accuracy of particular forecasting 
models is evaluated and improvements are made 
accordingly. 
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Forecast Accuracy Tables 
 
Appeals Filings 
 


Actual 55,260 


Reporting Period 6/30/2014 


Forecast Value 54,600 56,600 55,900 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error -660 1,340 640 


Percent Error -1.2% 2.4% 1.2% 


MAPE 1.4% 2.4% 5.7% 


MPE -0.5% -1.0% -1.5% 


 
All three forecast error rates were excellent, and all three were at or below their respective MAPEs (in 


absolute terms). 
 
Civil Filings 
 


Actual 298,713 


Reporting Period 6/30/2014 


Forecast Value 298,400 287,400 293,200 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error -313 -11,313 -5,513 


Percent Error -0.1% -3.8% -1.8% 


MAPE 2.1% 5.3% 7.8% 


MPE -0.7% -0.5% 0.3% 


 
All three forecast error rates were below 5 percent (in absolute value), which is excellent, and all three 


forecast error rates were below their respective MAPEs (in absolute terms). 
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Criminal Case Filings  
 


Actual 64,027 


Reporting Period 6/30/2014 


Forecast Value 63,800 65,400 65,700 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error -227 1,373 1,673 


Percent Error -0.4% 2.1% 2.6% 


MAPE 2.1% 4.6% 7.6% 


MPE 0.8% 1.0% 1.5% 


 
All three percent errors were each below their respective MAPEs (in absolute terms), and each was below 5 


percent.   
 
Bankruptcy Filings 
 


Actual 1,000,083 


Reporting Period 6/30/2014 


Forecast Value 1,002,500 1,028,400 1,335,000 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error 2,417 28,317 334,917 


Percent Error 0.2% 2.8% 33.5% 


MAPE 1.3% 5.8% 15.4% 


MPE -0.1% 0.6% 4.1% 


 
The forecasts created using data through 3/31/2014 and 9/30/2013 each had an error rate that was below 5 


percent, and each had an error rate that was below its respective MAPE, which is excellent. The error rate associated 
with the forecast using data through 9/30/2012 had an error rate that was greater than the historical norm because the 
overall impact of the recent recession on consumer debt patterns was greater than expected. 







 


3 
 


Probation (Persons in the Post-Conviction Supervision System) 
 


Actual 186,300 


Reporting Period 6/30/2014 


Forecast Value 187,300 188,800 194,500 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error 1,000 2,500 8,200 


Percent Error 0.5% 1.3% 4.4% 


MAPE 0.7% 1.9% 2.4% 


MPE 0.1% 0.9% 1.4% 


 
As in prior years, all three forecasts of persons under supervision were excellent. 


 
Pretrial Services (PSA Cases Activated) 
 


Actual 102,949 


Reporting Period 6/30/2014 


Forecast Value 100,500 104,200 102,400 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 3 months 9 months 21 months 


Error -2,449 1,251 -549 


Percent Error -2.4% 1.2% -0.5% 


MAPE 2.0% 4.4% 6.7% 


MPE 0.1% 0.7% 0.3% 


 
All three percent errors were below 5 percent, two out of three were below their respective MAPEs.  
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Grand Jury (Sessions Convened) 
 


Actual 8,230 


Reporting Period 9/30/2014 


Forecast Value 8,300 8,500 8,900 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 6 months 12 months 24 months 


Error 70 270 670 


Percent Error 0.9% 3.3% 8.1% 


MAPE 1.7% 4.1% 5.5% 


MPE 0.6% 2.5% 3.6% 


 
The forecast error rates associated with the current-year and budget-submission-year forecasts were 


excellent, as each was below its respective MAPE and each was below 5 percent.   
 
Petit Jury (Available Juror Days) 
 


Actual 417,285 


Reporting Period 9/30/2014 


Forecast Value 431,900 453,300 460,000 


Forecast Created Using Data Through 3/31/2014 9/30/2013 9/30/2012 


Forecast Horizon 6 months 12 months 24 months 


Error 14,615 36,015 42,715 


Percent Error 3.5% 8.6% 10.2% 


MAPE 1.7% 4.6% 8.2% 


MPE 0.3% 3.0% 5.1% 


 
The current year forecast was below 5 percent.  However, available juror days declined much more quickly 


than the forecast models predicted. Hence, all three percent errors exceeded their respective MAPEs. 
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Criminal Justice Act (Total Representations) 
 


Actual 215,594 


Reporting Period 3/31/2014 


Forecast Value 218,200 223,000 220,500 


Forecast Created Using Data Through 12/31/2013 9/30/2013 9/30/2012 


Forecast Horizon 3 months 6 months 18 months 


Error 2,306 7,106 4,606 


Percent Error 1.1% 3.3% 2.1% 


MAPE 1.9% 4.1% 6.4% 


MPE -0.7% -2.3% -4.6% 


 
All three percent errors were below 5 percent, and all three beat their respective historical mean, which is 


excellent.  
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Figure 1. 
Monthly Bankruptcy Filings 


Recessionary Period Filings Trendline


Source: Administrative Office of the U.S. Courts 
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Figure 2.  
Debt-to-income Ratio 
(Various Measures) 


Recessionary Period Total Debt-to-income


Revolving Debt-to-income Nonrevolving Debt-to-income


Sources: Federal Reserve Board; Bureau of Economic Analysis 
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Figure 3. 
  FDO Immigration (Illegal Entry) 


Representations 


Source: Administrative Office of the U.S. Courts 
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Figure 4. 
FDO Other Representations 
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Source: Administrative Office of the U.S. Courts 





		IntroductionP0F

		Caseload Projections

		Forecast Methodology



J. Golmant
File Attachment
Caseload Forecasting and Forecast Accuracy in the Federal Judiciary

vhamiwschelk
Highlight



Concurrent Sessions II 
 

Tax Policy in Washington DC 
Session Chair:  Farhad Niami, DC Office of the Chief Financial Officer 

 
 
Data and Information Gathering: Lessons Learned Thus Far in Developing DC’s First Tax Expenditure 
Evaluation Report 

Charlotte Otabor, DC Office of the Chief Financial Officer 

DC produces a tax expenditure report biennially that estimates the revenue loss to the District government resulting from 
tax expenditures during the fiscal year as well as forecasting future revenue losses.  In 2014, the City Council passed a law 
requiring the OCFO to evaluate all major local tax expenditures on a 5-year cycle, grouped by similarly purposed tax 
expenditures.  The OCFO must summarize the purpose of each provision, estimate the revenue loss, examine the impacts 
on the District’s economy and social welfare, and offer recommendations about whether to maintain, revise, or repeal the 
tax preference.  

The first evaluation report will focus on housing-related tax expenditures in the District using data and information from a 
variety of sources to attempt to determine whether the original goals of the provisions are being met.  Such information 
will be useful for policymakers and others who may want to ensure the effectiveness of tax expenditure provisions. 

This presentation will review the process of producing the first tax expenditure evaluation for the District, including data 
gathering of housing information for the tax expenditure evaluation and the tax expenditure report, and developing a 
methodology for evaluating the data collected.  This presentation also examines the complications that arise from missing 
information and data, and how it could affect DC’s tax expenditure revenue loss estimates and forecasting information. 

 
 
Simple Decomposition Applied to the Capital Gains Outlays 

Divya Wodon, DC Office of the Chief Financial Officer 

Capital gains are crucial to an economy’s growth and take part in the government’s tax revenue. Understanding how 
certain key factor changes affect changes in outlays is important for policy decision makers.  This paper proposes a simple 
multiplicative decomposition that can help in understanding what changes may have had an impact on the change in total 
capital gains outlays over the years 2006 to 2012, which includes the recession.  The different variables used in this 
decomposition are the total capital gains outlays, the population, the number of tax return filers, the number of filers who 
report capital gains or losses, the per capita personal income, and the average capital gains reported by filers reporting 
capital gains, all in DC.  The decomposition also includes an analysis on different income groups.  This paper specifically 
focuses on the District of Columbia, but further research could lead to a study of all the states and the US as a whole.  
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What is the Probability of Income Tax Mobility Amongst Income Tax Filers in Washington, DC?  
Britni Wilcher, DC Office of the Chief Financial Officer & American University 

Today, inequality is seven times greater than it was in the 1980s.  With income inequality reaching its highest level in 
Organization of Economic Co-operation (OECD) nations in the past century, it is increasingly important 
that policymakers investigate the drivers of inequality and mitigation strategies. Intergenerational mobility literature has 
examined the degree to which an individual’s place in income distribution affects his offspring’s position in income 
distribution.  However, this study will assess how an individual’s poverty spells influence his mobility in income 
distribution. Local tax and transfer policies are quantifiable contributors to income equality.  This study will evaluate the 
extent to which the District of Columbia’s (DC) tax system affects income mobility amongst low income tax 
filers.  Using annual administrative tax data for all individual income tax filers in DC, this study will compare (1) the 
inter-temporal income mobility of the Earned Income Tax Credit (EITC) recipients and other low income tax filers during 
the period of 2001 – 2013 and (2) assess the likelihood of individuals below poverty in 2001 maintaining the same 
poverty status in 2013. 

Comparative Tax Burden Data by States 
Quentin Wodon, World Bank 

Every year the D.C. Office of Revenue Analysis produces a study on tax rates and tax burdens that compares tax burdens 
across the largest city for all states and the District of Columbia.  The study is widely quoted in the press and the reports 
provide important and fairly comparable data on key taxes paid by households locally, comparing hypothetical yet 
comparable households across states and cities.  A compilation of key tax parameters and tax burdens across states for the 
last dozen years of this study has been put together and is being made open access.  The data provide valuable insights on 
changes in tax policy in the US at the local and state levels.  This paper presents the database, its useful features, but also 
its limits for tax burden analysis across states and cities. 
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Forecasting with International Data 
Session Chair:  Kajal Lahiri, University at Albany, SUNY 

Forecasting New Entry into International Trade 
David Riker, International Trade Commission 

We estimate econometric models of the entry and exit of exports from developing countries to the U.S. market. We model 
entry and exit decisions as functions of bilateral real exchange rates, aggregate expenditures in the destination market, and 
the country’s prior experience exporting the product to the United States. The models predict that most of the developing 
countries will significantly increase the number of products that they export to the United States over the next six years, 
based on export status in 2014 and IMF macroeconomic forecasts for subsequent years. 

Measuring and Forecasting Food Security in Developing Countries 
Sharad Tandon, U.S. Department of Agriculture 

A number of different methods exist to assess the size of the undernourished population, but one of the most common 
estimation methods relies on nationally representative household consumption surveys.  Using two different contexts in 
South Asia, we demonstrate how estimates based on household-level consumption data can misclassify large segments of 
the population.  In particular, we focus on the difficulties in estimating consumption of food outside the household, 
difficulties in estimating consumption of processed foods, and difficulties in estimating individual-level intake given 
inequities in the household distribution of calories.  The implications for effectively forecasting undernourishment and 
achieving the new Sustainable Development Goals are discussed. 

Measuring inflationary expectations from cross-sectional surveys: Households vs. Experts 
A. Das, IIM, Ahmedabad, K. Lahiri, University at Albany, SUNY, Y. Zhao, Towson University 

On the heels of the last great recession, and a sudden surge in prices, a number of developing countries including Brazil, 
India, Mexico, and Pakistan initiated surveys of households and experts regarding their perceptions and expectations of 
inflation.  In this study we use the recently released Inflation Expectations Survey of Households (IESH) and a Survey of 
Professional Forecasters (SPF) from the Reserve Bank of India (RBI).  The newly released IESH data contains 112,422 
individual responses from 2008Q3 to 2014Q4.  By comparing the household and experts data, certain remarkable 
regularities emerge.  First, the experts and households differed greatly where the former consistently underestimated the 
true inflation.  The quarterly dynamics of the cross sectional distributions over the inflation cycle and the heterogeneity 
over socio-demographic groups are examined.  The implied information rigidities in information updating not only in 
forecasts but also in perceptions are studied and compared with those in the US and the other developing countries.  They 
are found to be very similar.   
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Forecasting New Entry into International Trade 


David Riker 


U.S. International Trade Commission 


 


Abstract In this paper, I report an econometric analysis 
of the entry and exit of exports from developing 
countries to the U.S. market. I model these exporting 
decisions as functions of changes in bilateral real 
exchange rates, changes in aggregate expenditures in the 
destination market, and the countries’ prior experience 
exporting the product to the United States. After 
estimating the parameters of the models, I use macro 
forecasts for exchange rates and GDP to predict future 
micro decisions about exporting to the U.S. market. The 
econometric models predict that most developing 
countries will significantly increase the number of 
products that they export to the United States over the 
next six years, given their export status in 2014 and 
macroeconomic forecasts for subsequent years. The 
median change in the number of products from a 
developing country is an increase of 11 products by 
2020. The models provide useful tools for quantifying 
the impact of future changes in trade policy. 
 
1. Introduction 


It is unusual to find forecasts that specify the set of 
goods that a country will export in the future, though 
these forecasts would be very useful for quantifying the 
economic impact of phased-in changes in trade policy. 
While there are not direct forecasts on these detailed 
trade flows, the decisions to enter into and exit from 
export markets are clearly linked to changes in 
macroeconomic conditions, including bilateral exchange 
rates and aggregate demand in the destination country. 
Since we have access to fairly reliable forecasts of 
macroeconomic conditions, we can use the economic 
link between macroeconomic conditions and entry and 
exit to generate forecasts of the set of goods that will be 
exported. 
 
In this paper, I estimate econometric models that focus 
on adjustments along the extensive margin of 
international trade: they predict entry and exit of exports 
from developing countries to the U.S. market. I find that 
changes in bilateral real exchange rates, changes in 
aggregate demand in the destination market, and the 
countries’ prior export experience are all significant 
determinants of the probability that a developing 
country will start or stop exporting a specific product to 
the United States. The models predict an increase in the 
numbers of products that most of the countries will 


export to the United States by 2020, based on each 
country’s export status in 2014 and macroeconomic 
forecasts for subsequent years. The median change in 
the number of products exported by a developing 
country is an increase of 11 products by 2020. The 25th 
percentile change is a reduction of 10 products, and the 
75th percentile change is an increase of 15 products. 
 
Section 2 provides a brief summary of the trade 
literature on entry into exporting. Section 3 presents the 
econometric methodology and data sources. Section 4 
reports a pair of estimated logit models of entry and 
exit. Section 5 reports forecasted patterns of trade based 
on the econometric models and macroeconomic 
forecasts through 2020. Section 6 discusses the 
usefulness of these forecasts for assessing the economic 
impact of phased-in reductions in tariff rates or other 
barriers to trade. Section 7 provides concluding 
remarks. 
 
2. Economics Literature on Entry into Exporting 


This paper is closely related to two strands of the 
econometric literature on the determinants of 
international trade flows. The first is a group of studies 
that use firm-level data to model the exporting decisions 
of producers in developing countries. These studies 
emphasize the importance of fixed costs of exporting: 
since the costs of entering a foreign market can be large 
and are generally not scalable, there are often zero trade 
flows at the disaggregated product level. Examples of 
this literature include Roberts and Tybout (1997), Das, 
Roberts, and Tybout (2007), and Eaton, Eslava, Kugler 
and Tybout (2007) for exports from Colombia, 
Rodríguez-Pose, Tselios, Winkler, and Farole (2013) for 
exports from Indonesia, Mukim (2012) and Mallick and 
Yang for exports from India, and Farole and Winkler 
(2014) for exports from a large number of middle 
income and low income countries. 
 
The second strand of the literature focuses on aggregate 
trade flows. Helpman, Melitz, and Rubinstein (2008), an 
important early contribution to this line of research, 
demonstrates that entry and exit decisions and 
adjustment along the extensive margin need to be taken 
into account when modeling international trade flows.  
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This paper also examines adjustments along the 
extensive margin of exporting, and it focuses on exports 
from developing countries. It fits in the middle in terms 
of product aggregation: it models entry and exit of a 
country at the level of NAICS 4-digit products, but not 
at the firm level. 


3. Methodology and Data 


I estimate a pair of logit models. The first is a model of 
the probability of entry into the U.S. market if the 
developing country does not export the product in the 
prior year. The second is a model of the probability of 
exit from the U.S. market if the country does export the 
product in the prior year. In both cases, the explanatory 
variables include the first-difference in the log of the 
real bilateral exchange rate, the first-difference in the 
log of U.S. real GDP, indicators of whether the country 
exported the product to the U.S. market two and three 
years before, and a set of product fixed effects. 
 
The annual data on U.S. imports are from the U.S. 
International Trade Commission’s Trade Dataweb.  
They cover 85 NAICS 4-digit manufacturing products 
imported from 130 low-income and middle-income 
countries for the period 2003-2014. The measures of 
bilateral real exchange rates and U.S. real GDP are from 
International Monetary Fund’s World Economic 
Outlook database. 
 
Over the period 2003-2014, 11.36% of country-product 
pairs that were out of the U.S. market entered each year 
(on average).  The entries represent 6.70% of all 
country-product pairs. 15.12% of country-product pairs 
that were in the U.S. market exited each year, and 
represents 6.20% of all pairs. Figure 1 reports the 
average net increase in the number of products exported 
in each year of the estimation period, as well as the 
growth rate of U.S. real GDP. The two time series move 
together, with a correlation of 0.776 over the period. 
The average net increase in the number of products 
exported dropped as the U.S. economy slowed down 
and then rose again as the economy started to recover. 
 
4. Econometric Estimates 


Table 1 reports the estimated coefficients of the logit 
models of entry and exit. The table reports robust 
standard errors in parentheses. All of the reported 
coefficients are significantly different from zero at the 
1% level. The product fixed effects are jointly 
significant in both models. The entry and exit models 
both have the same set of explanatory variables, but the 
estimated coefficients have opposite signs, as theory 
predicts. A real depreciation of the currency of the 
exporting country and growth in demand in the 


importing country (the United States) both have positive 
effects on the probability of entry and negative effects 
on the probability of exit. 
 
Table 2 reports the associated average marginal effects 
of the explanatory variables based on the estimated logit 
coefficients in Table 1. These marginal effects quantify 
the increase in the probability of entry or exit for each 
unit increase in the explanatory variable, evaluated at its 
mean value in the estimation sample.  
 


5. Forecasted Entry and Exit through 2020 


Having estimated the econometric models, I translate 
the macroeconomic forecasts for future years into 
predicted movements on the extensive margin of 
exporting. I calculate net entry for each year after 2014 
for the 113 developing countries that did not already 
export all 85 NAICS 4-digit products in 2014. This 
calculation requires computing expected entry and exit 
of product 𝑖𝑖 from country 𝑐𝑐 for each year 𝑡𝑡 along the 
way, using the following formula: 
 


𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡 = 𝑥𝑥𝑖𝑖𝑖𝑖 ,𝑡𝑡−1 �1 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖,𝑡𝑡��
+ �1 − 𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡−1� 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖,𝑡𝑡� 


 
The variable 𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡 is a binary variable that indicates 
whether country 𝑐𝑐 exports product 𝑖𝑖 to the U.S. market 
in year 𝑡𝑡. A country-product pair enters in year 𝑡𝑡 if 
𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡−1 = 0 and 𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡 = 1. A country-product pair exits 
in year 𝑡𝑡 if 𝑥𝑥𝑖𝑖𝑖𝑖 ,𝑡𝑡−1 = 1 and 𝑥𝑥𝑖𝑖𝑖𝑖,𝑡𝑡 = 0. 
 
Table 3 reports the median cumulative net increase in 
the number of products exported to the U.S. market 
(compared to 2014) for the 113 developing countries. 
The median value after one year is a net increase of 4 
products. Six years out, the median value is a 
cumulative net increase of almost 11 products. The 
continued expansion over time reflects the 
macroeconomic forecasts of real GDP growth in the 
United States and real depreciation of the currencies of 
many of the developing countries. 
 
Figure 2 demonstrates that there is considerable 
variation in the six-year cumulative net increases across 
the 113 developing countries. According to this 
histogram, nearly half of the countries will experience a 
10 to 20 product net increase in the number of products 
exported, but there is also a large share that will 
experience a net decrease of 10 to 20 products. 
 
6. Applications of the Modeling Approach 


The estimated econometric models, when combined 
with macroeconomic forecasts for future years, provide 
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useful tools for assessing the economic impact of future 
anticipated changes in trade policy. (In practice, most 
reductions in tariff rates are phased in over time.) The 
models are useful in two ways. First, the estimated 
regression coefficients on exchange rate changes 
quantify the response of entry and exit decisions to 
changes in prices due to changes in exchange rates, and 
we would expect a similar response of entry and exit to 
changes in these prices due to reductions in tariff rates. 
Second, the macroeconomic forecasts determine the 
incremental effect of phased-in changes in trade policy 
in the non-linear models: if aggregated demand is 
expected to be strong or if the exporter’s currency is 
expected to be weak relative to the U.S. dollar, then a 
given tariff reduction is more likely to induce countries 
to introduce new products into the U.S. market. 
 
7. Concluding Remarks 


The econometric models link exporting decisions for 
each product, country, and year to macroeconomic 
conditions. We use the models to translate 
macroeconomic forecasts into international trade 
forecasts. Changes in bilateral real exchange rate, 


changes in aggregate demand in the destination market, 
and prior market experience are all significant 
determinants of the probability that a developing 
country will start or stop exporting a specific product to 
the United States. 
 
The model predicts that most developing countries will 
increase the number of products that they export to the 
U.S. over the next six years, given their export status in 
2014 and macroeconomic forecasts for subsequent 
years.  
 


Note 


This paper is the result of ongoing professional research 
of ITC Staff and is solely meant to represent the 
opinions and professional research of the author. It is 
not meant to represent in any way the views of the U.S. 
International Trade Commission or any of its individual 
Commissioners.  


Please address correspondence about this paper to 
David.Riker@usitc.gov.   


 
 


Table 1. Estimated Coefficients of the Logit Models 


Explanatory Variables Dependent Variable:  
Entry 


Dependent Variable:  
Exit 


 
First-Difference in the Log of the Bilateral 
Real Exchange Rate  


 
0.2857 


(0.0972) 
 


 
-0.3118 
(0.1118) 


First-Difference in the Log of U.S. Real GDP 2.4203 
(0.5722) 


 


-4.8664 
(0.6599) 


Exported to the U.S.  
two years before 


1.1358 
(0.0308) 


 


-1.8152 
(0.0358) 


Exported to the U.S.  
two years before 


1.1469 
(0.0304) 


 


-1.7295 
(0.0351) 


Product fixed effects 
 


Included Included 


 
Number of observations 
 


 
78,669 


 
53,761 


Wald 𝜒𝜒2 statistic (p value) 
 
 


7436.80 
(0.0000) 


10720.30 
(0.0000) 
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Table 2. Average Marginal Effects Based on the Logit Models 


Explanatory Variables Dependent Variable:  
Entry 


Dependent Variable:  
Exit 


 
First-Difference in the Log of the Bilateral 
Real Exchange Rate  


 
0.0249 


(0.0085) 
 


 
-0.0278 
(0.0100) 


First-Difference in the Log of U.S. Real GDP 0.2112 
(0.0499) 


 


-0.4346 
(0.0589) 


Exported to the U.S.  
two years before 


0.0991 
(0.0026) 


 


-0.1621 
(0.0030) 


Exported to the U.S.  
two years before 


0.1001 
(0.0026) 


 


-0.1545 
(0.0030) 


 
 


Table 3. Forecasted Net Entry at Different Time Horizons 
 
 
Time Horizon 


Median Net Increase in the Number of Products 
Exported to the U.S. Market 


2014 to 2015  (1 year out) 4.009 
2014 to 2016  (2 years out) 6.534 
2014 to 2017  (3 years out) 7.854 
2014 to 2018  (4 years out) 9.058 
2014 to 2019  (5 years out) 9.997 
2014 to 2020  (6 years out) 10.965 
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Figure 1. Increase in the Number of Products Exported and the Growth of U.S. Real GDP 
 


  
 
 


Figure 2. Forecasted Net Entry, Histogram across Countries 
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Topics in Forecasting 
Session Chair:  Arup Mallik, U.S. Department of Energy 

Nowcasting the US Economy Using a Factor Model with Mixed-Frequency Data 
Michele A. Trovero, SAS Institute, Inc., Rajesh Selukar, SAS Institute, Inc., Michel J. Leonard, SAS Institute, Inc. 

Nowcasting in Economics refers to the practice of monitoring the state of an economy.  It has been popular recently 
among institutions such as central banks to determine when an intervention is needed. We build an economic index of the 
US economy based on a simple single factor model for economic indicator variables sampled at different frequencies. 
The indicator variable data is extracted from the FRED® database of the Federal Reserve Bank of St. Louis.  

HRSA’s New Health Workforce Simulation Model: Purpose, Data and Model Design 
Arpita Chattopadhyay, Health Resources and Service Administration 

This presentation will describe HRSA’s new integrated health workforce model designed to project supply and demand 
for approximately 60 healthcare providers in 42 medical specialties.  Recognized shortcomings of past approaches and the 
fluidity of the current healthcare environment called for a dynamic, integrated model.  The Health Workforce Simulation 
Model (HWSM) uses a microsimulation approach, accounting for individual characteristics and local healthcare 
environment.  The mechanics of the model -- data sources, and inputs to integrate supply and demand into a dynamic 
model will be presented along with a discussion of issues, methods, and data related to health workforce modeling.  

Forecasting Using Microsoft Excel, the Lost Art 
Michael Jadoo, Bureau of Labor Statistics 

For many, forecasting using the box-Jenkins method seems to only be capable in statistical platforms like R, SAS, 
STATA, PYTHON, and Eviews; however, Microsoft excel can perform all statistical the measures that is needed to create 
and evaluate forecasting models.  I will demonstrate several steps in the forecasting process in order to show that model 
selection method can be calculated and illustrated in order to assist the forecasting analyst.  Finally, measures used for 
statistical fit can be generated as well in order to pick the most optimal model.  
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   Forecasting in Excel  


 


Abstract 


Economic forecasting can only be accomplished through various statistical packages like R, Eviews, SAS, 
and STATA.  However, predicting time series using the Box-Jenkins method can be done using an 
ordinary version of Microsoft Excel (Box-Jenkins 1970).  The forecasting process can be performed as 
long as the statistical algorithms are able to be recalled and used in proper sequence.  This paper will 
cover the main parts of statistical diagnostics, estimation, and finally creating the measures of statistical 
fit for model selection all in excel with a few features from the analysis toolpak.    


 


Special thanks to Dr. Paven Dhanireddy for his comments and review.  


 


The tasks associated with economic forecasting are usually done in statistical packages; however, 
all of these methods can be performed in Microsoft excel.  From creating the diagnostics, to constructing 
the model, then finally calculating the statistical measure to evaluate each models’ attributes; the average 
electronic spreadsheet can do them all.  One only needs to understand the data series used and techniques 
needed in order to determine which tests and statistical measures to apply throughout the process.   


 


Examining the data series 


The first step, in any model construction effort is to have a good understanding of the data series of 
interest and have an initial idea of what kind of forecasting model needs to be created (one-period-ahead 
forecast or an extended forecast of multiple periods).  Next, find or construct the data series (using 
various algorithms).  If using a publicly provided data series review the methodology.   Every statistical 
agency should have a well documented methodology available on the respective data series provided for 
the public to use.   The methodology should contain information about previous data smoothing or 
transformation methods used before the series was made public.  


Next, make sure you have enough observations to make a forecasting model; a good rule of thumb is to 
have a minimum of 20 to 25 observations.  Afterwards, examine the data for missing or influential 
observations and adjust the series accordingly using which ever method was most appropriate.  Take note 
of these changes for other steps in the process.  







For this paper, the weekly not-seasonally adjusted (NSA) unemployment initial claims (UI) data series 
from the Employment and Training Administration of the Department of Labor will be used for the 
forecasting model constructed in Microsoft excel.  The model observation period is from January 7th, 
2012 to November 8th, 2014.  The analysis toolpack from the excel option add-in should be uploaded into 
excel in order to perform various tasks throughout this demonstration.  


 


 


Checking the data series for normality 


In excel, one can check the series for normality by using several methods.  Three will be covered here 
which will use the data analysis descriptive statistics output, histogram, and a graph of the normal 
cumulative distribution values to show the bell curve.  


Using the descriptive statistics option, create the summary statistics of the series.  At this point check to 
see how close the mean and the median are to each other in value.  When the mean is the close or the 
same as the median this is a sign of normally distributed data series.  Next, note what the value is for the 
kurtosis and skewness of the series.  Whenever the kurtosis and skewness are close to zero that means it is 
a normally distributed series.  Next, construct a histogram using the data analysis option and adjust this 
graph to make it easier to visually interpret the shape (skewness) and the distribution (kurtosis) of the 
series. In figure one an illustration of the descriptive statistics and histogram can be seen.   


At this point, one should remember the rules which indicate a normally distributed series and what kind 
of data transformation needs to take place in order to create one if your time series does not meet the 
criteria.  If the series exhibits signs for skewness in either direction then the logarithmic function should 
be applied to the data series.  When the original series shows signs of non-linear features then the 
quadratic transformation should be applied.   


 


 Figure 1 


To create a visual illustration of the data series 
using a line graph, highlight the data and data 
series columns in excel.  Then select the insert 
tab at the top of the menu bar.  Next, select the 
chart type.  Afterwards, a graph of the data 
series should be generated.  In this example a 
line graph was made.  If you are interesting in 
displaying a linear trend line right click inside 
the chart and select “add trendline.” 







 
Figure 2 


In order to see the shape of a normally distributed bell curve use the normal cumulative distribution 
frequency function (=NORMDIST()) and scatter plot graph.  Adjacent to the original series, create the 
function using then enter in the data point value, mean, and standard deviation from the summary statistic, 
and for the last value enter FALSE.  Then, copy-fill this formula for all the data points in the series.  Next, 
select the original data series and the normal distribution values and then click on the insert tab.  Select 
the scatter plot chart type without makers or with smooth lines and markers (Bhabuk).   An image similar 
to figure three below should appear.  At this point decide how to change this chart into a more presentable 
format, if necessary. 


 


 
Figure 3 


 


Checking for seasonality and deterministic trend 


This demonstration continues on without the transformed data series, a check for seasonal trend was done 
by creating binary variables for each week.  To check for determinist trend create a variable that contains 
a running total of all the observations within the series.  Normally, the regression option in the data 
analysis is used to create the output that is needed to inspect if the series has seasonal or determinist trend 
present.  However, the regression option is limited to 16 variables so a manual construct was done to 
check if the respective variables t-statistics are statistical signification at a 0.05 level of significance.   







The models trend (TRD) variable was statistically significant as the t-statistic value was at 6.25. The 
seasonal variables that were statistically significant were weeks 1, 2, 3, 36, 38, 49, 51, and 52.   


T-statistics for Seasonal Binary Variables 


WK1    WK2      WK3   WK4  WK5 WK6 WK7 WK8 WK9    WK10 
6.202 5.377 2.084 1.066 1.051 0.548 0.000 0.519 0.013   0.497 


          WK11 WK12 WK13 WK14 WK15 WK16 WK17 WK18 WK19  WK20 
0.936 0.881 0.761 0.211 0.232 0.201 0.553 0.733 0.860  0.818 


 
WK21 WK22 WK23 WK24 WK25 WK26 WK27 WK28 WK29 WK30 
0.653 1.134 0.020 0.145 0.066 0.078 1.056 1.798 0.429 1.392 


 
WK31 WK32  WK33 


     
WK34 WK35 


  
WK36 WK37 WK38 WK39  WK40        


1.353 1.244 1.474 1.485  1.590 2.140 1.449 1.845 1.996  0.800 
 
WK41 WK42 WK43 WK44 WK45 WK46 WK47 WK48 WK49 WK50 


 0.189 0.882 0.691 0.493 1.066 0.506 0.479 1.432 2.164 1.371 
  


WK51 WK52         
1.988 2.698         


Table 1 


The parameter estimates reveal that the series has a deterministic and seasonal trend.  At this point one 
should make a decision if a seasonal adjustment is needed and what kind should be used if it applies to 
the respective analysis.  


 


Exponential Smoothing 


Microsoft excel has the capabilities to derive a smooth series using the exponential method.  One needs to 
remember the rules when selecting the exponential smoothing method (Fomby).  The simple exponential 
smoothing method is presented in figures four and five as an example.   


Take the original data series and create the columns for each desired alpha level.  For each column use the 
formula with its respective alpha value and construct the series. 


 
Figure 4 
 







After constructing each series, create the residuals for each alpha level and obtain the rooted means 
square error.  The lowest value should identify the optimal data series to use for the rest of the forecasting 
process.  


 
Figure 5 
 


Checking for Unit Root 


In this demonstration, I used the Augmented Dickey-Fuller (ADF) test as described by Ogunc and Hill to 
check for serial correlation with the series.  ADF test is one among many tests for serial correlation that 
can be conducted in excel. 


To start the ADF test process create a series of the first element subtracted by the second and continue 
this iteration until you reach the end of your series.  


 
Figure 6 
 
 


 Save the reults, this will be the change in Yt-1 next create a lagged series of the first differenced data by 
one period then copy the orginal series and place it next to the first differenced one.  Make another lagged 
series using the first differenced variable. 


 
Figure 7 







 


 Create a regression model using the data analysis toopack and make sure that all the variables have the 
same number obervations.  


Your regression output will give you the value that needs to be checked againist the critical values table 
for the Dickey-Fuller Unit Root t-test statistic.  Recall the characteristics that the series has (determinist 
trend or/and constant) and select the most appropriate table.  


  
Figure 8 


If the series shows signs of unit root then it is concerned non-stationary and hard to predict.  First-
differencing the data series should be conducted at this point.  An additional ADF test can be conducted 
on the first-differenced series to ensure that unit root is no longer present.  


 


Creating the correlogram 


Many statistical packages show features to help the user create autocorrelation function (ACF) and 
practical correlation function (PACF).  They indicate what type of ARIMA model should be constructed 
supported the Akaike information criterion (AIC) and the Schwarz information criterion (SIC/BIC) 
readings (Box and Jenkins).   


The ACF and PCF can be constructed in excel which is illustrated in Mr. Carlberg book Predictive 
Analytics.  However, for simplicity, the method illustrated by Branko Pecar is done here using several 
functions in excel.    


First copy and paste the data series into a new excel worksheet.  Next, create a variable that calculates the 
difference between the data point and the average of the whole series.  Copy and fill this formula until the 
last observation is reached.  
 


 







 
Figure 9 
 
Next, the value for each lag of the autocorrelation function is derived by using the SUMPRODUCT 
function and DEVSQ.  


 


 


 
Figure 10 
 


For the DEVSQ function the cell range does not change; however, the cell range for the first and second 
list in the SUMPRODUCT function iterates in opposite directions as the first list, last cell value move 
backwards for each additional lag.  Conversely, the second cell range for the second list, first cell moves 
forward by one observation.  Continue this way until the maximum amount of lags of interest is reached.  
For the confidence interval tables, use  ±1.96*1/√N to come up with the respective value for each lag (the 
Bartlett formula can also be used in place of the standard error 1/√N). 


To make the diagram, use excels bar chart. First highlight the first two table from the left (LAG,ACF).  







  
Figure 11 
 Remove the additional bars from the lag column so that only the ACF bars appear.  Next, right click into 
the chart and pick select data and click on the add button.  Enter location information for the confidence 
interval label and range values and repeat this step for the table with the opposite sign.  Afterwards, 
change the chart type from bar to line chart and make the line chart to be a dotted line for better visual 
illustration.  


 
Figure 12 
 
The PACF is constructed very differently. First,  use the same ACF value for the first lag then for each 
subsequent lag of interest the PACF values are derived using a combination of excel functions within a 
context of a matrix of the ACF values.  


Construct a table with all the ACF coefficients similar to figure 13.   


 
Figure 13 
 
Create another table, nearby, which contains the calculated PACF values.  Next, there will two functions 
used to calculate the PACF values using the table above those are the MMULT and MINVERSE. Select 
two cells below the second column under the i category variable using the combined formula above press 







CTRL, SHIFT, then ENTER at the same time on the keyboard and the values will appear as seen in figure 
14.  The curly brackets are created by excel automatically (Branko).  


 


 
Figure 14 
 
The PACF coefficient value will be at the 2,2 cell above.  Next, at the third column under the i category 
select three cells below and enter the formula above except iterating forward for the second cell value in 
the first list and expanding the cell range from a 2x2 cell range to a 3x3 cell range.  


 


 
Figure 15 
 
Continue this process until the maximum amount of lags of interest is reached.   Create the PACF table 
similarly to the ACF diagram shown previously in figure 12.  







 
Figure 16 
 
A short-cut to create these diagrams can be done by using the excel add-in by Kurt Annen.  It is available 
for free for the public to use at http://www.web-reg.de.  


The correlogram diagram presented above indicates the most appropriate model is an AR 1 model.   
However, there are situations where one should not assume that AR 1 is the most parsimonious other 
models such MA 1 should be used.  Normally, an AIC/SIC box for the multiple AR and MA sequence 
should be constructed to find the parsimonious model to use.  However, to construct an AIC/SIC box is a 
long process so it is not included in this paper.   


 


Creating the forecast model 


An AR 1 was selected for this demonstration to forecast for the next weeks NSA unemployment initial 
claims value, which is week 46.  The trend variable and the seasonal component (the seasonal variable of 
week 46) were included into the model.   


To construct an AR 1 series with a trend and seasonal variable, take the response or transformed response 
data series copy and lag the series one period ahead.  Next, remove the first rows observations from all of 


the variables included in the 
model.  


This was done to ensure that 
all the variables have the 
same observation count in 
order to construct the 
regression.  Next, return to 
the data analysis toolpack , 
select the regression option 
and construct the model.  


Use the first data series as the 
y variable then the AR1, TRD, WK46 as the x variables.  Select the option to display the residuals as they 
will be needed to construct additional tests. 


 
Figure 17 


 
 



http://www.web-reg.de/





The output shows that the models parameter coefficients are significant with the trend (TRD) and the 
binary variable having less statistical significant at a 0.05 level of significance compared to the others 
variables.  The ANOVA F-test tells us that the models variables are significant in predicting the 
unemployment claims series.  For this example, all variables were included into the forecasting model.  


 
Figure 18 
 


The equation to create the next periods forecast value (if keeping the trend and seasonal variable) is given 
as: 


FW46 = 95646.08 + .740674(YW45)-122.03(TRD)-33604.6(1)  


The YWK45 notation indicates that the last value in the y variable series should be multiplied by the AR1 
coefficient and the value that is inserted in the TRD variable should be the next periods trend value from 
the original series (in this case it should be 150) the last part of the equations shows the seasonal variable 
coefficient.   


FW46 = 95646.08 + .740674*(306889)-122.03*(150)-33604.6*(1)  


The result is the value below: 


FW46 = 271040.515 


Comparing the calculated forecast with the series report for unemployment initial claims it appears that 
the value is close to what is reported. 


Table 2: Unemployment Insurance Weekly Claims 
Data from 2012 to 2014 


          FW46 = 271,040.515 







Source: Employment and Training Administration. US Department of Labor. 
http://workforcesecurity.doleta.gov/unemploy/claims.asp. Report r539cy.  5 September 2015.  


 


 


Checking the residuals for white noise 


After the model(s) has been constructed a check for white noise using the residuals can take place.  White 
noise is a situation in a time series model where there the process exhibits no serial correlation and has 
constant variance (Diebold).  


εt~ WN(0,σ2 ) 


To start collect the residuals from the output of the regression model recently constructed.  Use the same 
process as constructing the correlogram from the previous section.  Once this task is completed create the 
bar chart for the respective correlation values.  Next, create the confidence intervals using the formula 
using two times the squared root of k (2√k) (where k is the number of X variables for the respective 
model) (Carlberg).  After the chart has been made one can visually see that the correlation values falls 
below the standard error bands which indicates that the model residuals is white noise.  


 


 
Figure 19 
 


 


Model evaluation 


There are different statistical measures that helps identify most optimal model to be used for forecasting.  
This paper present few of those items categorized in the section of statistical fit.  Ultimately it is at the 
desertion of the analyst to determine which one to use.   However, excel can generate each measure as the 
regression output gives the analysis all the components to perform various calculations.  







 
Figure 20 


Often, more than one forecasting model is needed to determine which model is the most optimal.  In order 
to grade each process different statistical measures are used to check each model’s accuracy.  In this paper 
the calculations of the adjusted R2, mean squared error (MSE), rooted mean squared error (RMSE), mean 
absolute percentage error (MAPE), AIC, and SIC are illustrated as the different measures used to grade a 
model.  However, depending on the series that is being used more or less can be used in the section of 
statistics of fit.  The main determinates of which model is best should be the RMSE and the adjusted R2.  
As the RMSE measures how much error is in the model and the adjusted R2 shows how much of the 
variation of explanatory variables can explain the variation of the predicted variable given penalties to 
ones that don’t. 


There are more tests and measure was not done in this demonstration that can be completed in Microsoft 
excel.   Additional information can be found online as many forecasting enthusiasts have devoted much 
time and effort to continue the practice of using excel just for forecasting using the Box-Jenkins method.   


There are some who would question this process by saying “why go through all this effort?”  There are 
several positive reasons to construct a forecasting model in excel.  To start, it is cheaper.  The cost of 
statistical software packages can be really expensive. It is easier to apply if one knows the methods.  The 
coding language for packages like R can be difficult and requires long hours of self-training.   For those 
individuals who like working with numbers this process is actual fun.  One can see the numerical 
interaction that goes on behind the scenes of any forecasting software.  Another good reason to use this 
method is excel can be more flexible when it come to making adjustments to formulas or data series 
during or between steps as most statistical software packages will not allow the analysis to make 
adjustment as desired.  One can also perform only a certain step in the forecasting process to understand 
how the calculations are made by the other statistical software.  


The negative side of this process is that one needs to really know how to construct the model to make one 
accurately. It can be easy to mess up when making calculations as numbers are easily inserted into excel. 
Precision of the estimation process could be a problem if the values are too big or if there are too many 
variables.  


In summary, when creating a forecasting model one needs to understand the data series used in order to 
determine which tests and statistical measures to use throughout the process.  As long as one knows how 
to construct each step in the process manually everything can be done in an ordinary version of Microsoft 
excel and its fun!  
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Forecasting Techniques: Aggregation, Disaggregation, and Seasonal Adjustment 
Session Chair:  Stephen MacDonald, U.S. Department of Agriculture 
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Abstract 
Empirical studies in the forecast combination literature have shown that the simple average is 


notoriously difficult to improve upon despite the availability of optimal combination weights. In 
particular, performance based combination methods perform badly, even though individual 
forecasters tend to beat the simple average. This paper shows that this is due to the high 
correlation among forecasters, which by chance causes individuals to have lower mean squared 
errors (MSE) than the simple average. A new non-parametric method to choose a subset of 
forecasters with better previous performance is introduced. It improves upon the simple average 
over all forecasters in the SPF for at least one variable. 


JEL: C22, C52, C53 


Keywords: Forecast combination; Forecast evaluation; Multiple model comparisons; Real-time data; Survey 
of Professional Forecasters 


1 Introduction 


Since Bates and Granger (1969), it has become well established that weighted combinations of forecasts 
perform better than individual forecasts. In particular, they introduced optimal weights to combine individual 
foresters based on the variances of and covariances between individual forecast errors. However, empirical 
studies summarized by Clemen (1989) or Timmermann (2006) showed several drawbacks from using 
optimal weights. In particular, it appears to be quite difficult to improve upon the simple average of individual 
forecasts using optimal weights, which is often attributed to the estimation of these weights. In addition, 
other combination methods like past performance do not select forecasters that improve upon the simple 
average going forward. A more recent study of the variables in the ECB Survey of Professional Forecasters by 
Genre et al. (2013) found similar results using a wide array of combination methods. For the US SPF, 
Capistrán and Timmermann (2009) and (Poncela et al., 2011) found little evidence of significant 
improvements over the simple average using a wide array of methods. 


Due to these findings, it is not surprising that many surveys collecting forecasts report the simple average 
of forecasts as the benchmark. However, as Blix et al. (2001) showed for Consensus Economics forecasts, 
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there are individuals that beat this simple average even over extensive periods based on mean squared errors 
(MSE). 


The existence of individual forecasters beating the simple average based on MSE immediately leads to the 
question: Why is it this difficult to find the best forecasters and to improve upon the simple average? This 
paper examines this issue using the Survey of Professional Forecasters (SPF) conducted by the Philadelphia 
Fed, and shows that it is linked to the correlation among forecasters. A high correlation among forecast errors 
can lead to many individual forecasters outperforming the simple average merely by chance. This 
immediately implies that selecting the best forecaster based on recent MSE performance might not always 
lead to a superior forecast afterwards. The forecaster’s past good performance might just have been due to 
pure chance. Taking this finding into account, a new method is introduced that tries to distinguish better 
between forecasters and forecasters that outperform due to chance. This new method is subsequently applied 
to the CPI, unemployment and bond yield forecasts in the SPF. It will be shown that this method can yield 
statistically significant improvements upon the simple average for several forecasts. 


2 Model 


2.1 Pairwise Correlation 
A similar pattern to the one found by Blix et al. (2001) can be observed in the SPF forecasts for the period 
1992 Q1- 2013 Q3. For example, around 20% of the CPI inflation forecasters with at least 20 forecasts have 
lower MSEs than the simple average at every horizon. At the same time, the histograms of the pairwise 
correlation matrix of SPF CPI forecasters in this period show the distribution is very skewed towards high 
correlations for all five horizons (Figure 1). The average pairwise correlation for the current quarter 
forecasters is 0.65 and around 0.8-0.85 for the other horizons. As Timmermann (2006) showed, this 
distribution of correlations also implies that the simple average is not an optimal weighting of forecasters. 


Figure 1: Distribution of pairwise correlations among CPI forecasters 


 
 Current Quarter 1 Quarter Ahead 2 Quarters Ahead 


 
 3 Quarters Ahead 4 Quarters Ahead 
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To link the high correlation to individual forecasters having lower MSE than 
the simple average, assume that forecast errors take the form 


 νit = δγt + (1 − δ)εit, (1) 


where the individual forecast errors νit , are the weighted sum of a common forecast error γt and an 


idiosyncratic error εit , which are iid with (0,σ and (0,σε2 < ∞), respectively. By construction, the 
variance of νit for t →∞ is given by 


 , (2) 
while the asymptotic variance of the simple average is  


δ2σγ2 < δ2σγ2 + (1 − δ)2σε2. (3) 
In infinite samples there are never individuals that beat the simple average for any correlation ρ < 1 and 


σε2 > 0. However, this result does not hold in finite samples due to the Law of Large Numbers. In particular, 
there is a probability that a forecaster will have a lower MSE than the simple average by chance for a given 
number of periods. This probability is higher for small numbers of forecast periods, and thus the percentage 
of forecasters beating the simple average by chance becomes more sizeable for shorter samples. As the gains 
from averaging are smaller at high correlations (high δ), there is also a positive relationship between the 
correlation among forecast errors and the percentage of forecasters beating the simple average by chance. 


2.2 Simulation 
A simulation is conducted to capture the extent to which individual forecasters should beat the simple 
average in a finite sample. To roughly match the dimensions of the SPF dataset used, 54 forecasters will be 
simulated over 80 periods for various values of δ and hence pairwise correlations. Both νit and γt are assumed 
to be independently normally (0,1) distributed and the simulation is run 10,000 times. Figure 2 shows that as 
the correlation approaches 1, around 50% of forecasters should beat the simple average by chance over the 
entire sample both based on MSE and mean absolute errors (MAE). More forecasters tend to beat the simple 
average by chance for MAE than MSE for pairwise correlations below 1. 


Even over 80 periods, there is a sizeable percentage of individual forecasters who have a lower MSE by 
chance when there are high pairwise correlations Figure 2: Simulated percentage of forecasters beating the 
simple average for various pairwise correlations with 80 periods 
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among them. To improve upon the simple average, it is therefore necessary to find a selection method that 
identifies fewer forecasters that beat the simple average by chance. In addition to this property, the selection 
method should be able to deal with forecasters entering and exiting the survey. It should be a relative 
criterion to avoid issues with changing forecast variance. 


Consider a rank based real-time method to obtain a subset of best forecasters similar to Stekler (1987) 
and Batchelor (1990). To construct the subset for a given period, only information available to all forecasters 
at that point in time is used. In particular, the percentage share of times each individual forecaster beats the 
simple average in the past is calculated. If a forecaster has beaten the simple average more often than a 
certain percentage threshold p, that forecaster is included in the subset for the next forecasting period. To 
obtain a single forecast for the subset, the simple average over all forecasters in the subset is calculated. 


As this non-parametric selection criterion is relative to the simple average for each period, it is not 
influenced by periods that are easier (harder) to forecast and hence would have had smaller (larger) forecast 
errors. This is in stark contrast to absolute criteria like the MSE. In turn, this rank based method does not 
depend on the magnitude of the difference between the individual errors and that of the simple average. 
Using the selection criterion recursively, allows this method to easily handle gaps in the dataset3. 


Figure 3: Simulated percentage of forecasters beating the simple average for various pairwise correlations 
with 80 periods and serveral combination thresholds 


                                                                    
3 As an alternative to this non-parametric threshold approach, one could also use an estimated approach like impulse indicator 


saturation as described in Ericsson and Reisman (2012). 
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The simulation is repeated with the new non-parametric method. Figure 3 shows the simulated 
percentage of forecasters beating the simple average by chance based on this rank based method for various 
values of δ and the thresholds p = 50,p = 52.5 and p = 55. The simulation shows that the new method would 
indeed select less forecasters by chance than selecting forecasters that improve over the simple average 
based on MSE or MAE for high correlations. While it might be desirable to increase the threshold until the 
percentage of individual forecasters beating it by chance reaches a very small number, this would also 
decrease the probability of detecting moderately better forecasters creating a trade off. 


3 Data 


This new method of selecting a subset forecasters based on the percentage share of periods they beat the 
simple average will be tested using the three variables CPI, unemployment rate and 10-year treasury bond 
yield from the SPF. These variables are chosen because the values of the published first release are little 
revised and can be used as the actual values in a forecast evaluation. When series such as GDP are revised, it 
is necessary to determine which vintage of the data are to be used. This problem is avoided here. Actual data 
used to compare the forecasts is from in the SPF. In the SPF, bond yield forecasts only start in 1992, which is 
the date chosen for all three series. The sample ends in Q1 2013 and includes the great financial crisis period. 
The subset is chosen recursively based on the method introduced above, taking into account that forecasts for 
the SPF are collected in the middle of the month. 


That is, by the time the current quarter forecasts (H0) are surveyed, the individual performance relative to 
the simple average for the survey of the previous quarter can be calculated for all variables. This information 
is then used to construct the subset and its equally weighted average for the current quarter. For one quarter 
ahead forecasts (H1), information about the performance of individual forecaster in the previous quarter is 
not available yet leading to an information lag, which increases with the horizon. 


Even though the non-parametric selection method for the subset is unaffected by periods that are easy 
(difficult) to forecast, the threshold should still be checked over a number of periods. This avoids that a 
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forecaster is selected into the subset even though he beat the simple average by pure chance in his first 
forecasts in the sample. D’Agostino et al. (2012) required forecasters to have contributed at least 10 forecasts 
in their preferred specification to circumvent this potential issue, which is the same threshold used in this 
paper4. To ensure that the subset includes at least a hand full of forecasters every period and only about 30 % 
of false positives for very high correlations based on the simulation above, the threshold is set at p = 52.5%. 


4 Results 


4.1 MSE Improvement 
The overall root MSE (RMSE) of the average of the subset of forecasters is compared to the RMSE of the 
simple average. The upper half of Table 1 shows the percentage improvement of the subset relative to the 
overall average from the current quarter forecast (H0) to the four-quarter-ahead prediction (H4). Negative 
signs indicate that there was an improvement. The Diebold and Mariano (1995) test with quadratic loss 
function and the adjustment made by Harvey et al. (1997) (DM-test) is used to determine the significance of 
these results. 


The single largest gain is found in the current quarter CPI forecasts where the RMSE of the subset with 
specialized knowledge improves by 26.74% over the SPF average. However, for other horizons, the subset of 
forecasters does not improve on the average CPI prediction. 


Table 1: Percentage improvement in RMSE and MAE relative to simple average 
RMSE CPI Unemployment 10-yr Treasury 
H0 -26.74** -5.29* -13.39*** 
H1 0.73 -4.05 -3.61* 
H2 3.01 -6.71** -2.68 
H3 -0.89 -4.80 -7.71** 
H4 1.11 1.65 -4.12** 
MAE CPI Unemployment 10-yr Treasury 
H0 -22.04*** -4.36 -13.67*** 
H1 1.18 -3.08 -6.04*** 
H2 4.78 -13.50** -2.04 
H3 -0.76 -4.50 -11.09*** 
H4 -0.58 6.19 -4.92** 
* significant improvement at 10% level, ** at 5% level and *** at 1% level based on one sided DM-
test. 


The unemployment estimates yield mixed results, there is a gain at most horizons, however only the two-
quarter-ahead forecasts are significant at the 5% level. 


                                                                    
4 A sensitivity analysis on the minimum number of forecasts required to become eligible for the subset can be found in the working 


paper version of this paper, which shows robust findings across several different cut-offs. 
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The forecasts of the 10-year government bond yields show the most significant gains of all three variables. 
This could stem from specialized knowledge of some forecasters, as many forecasters in the SPF might focus 
more on GDP, inflation and unemployment rather than bond yields. In particular at the very short horizon and 
the longer term, the subset shows a significant improvement over the overall average, while the gains are less 
significant for medium horizons5. Similar results are obtained when MAEs are used in the comparison (see 
lower half of Table 1). 


Table 2 presents the percentage of periods in which the subset of best forecasters selected from previous 
periods beats the simple average. The results are quite similar to the RMSEs and MAEs. The percentage of 
periods in which the subset of individuals is more accurate than the average is significant for the bond yield 
forecasts at all horizons. 


Table 2: Share of forecasts that beat the simple 


average 


 
* significant at 10% level, ** at 


5% level and *** at 1% level based on a 
one sided coin flip test. 


Taken together, there is clear evidence that the non-parametric method found some individuals who could 
significantly outperform the simple average when forecasting treasury yields. It did not find similarly 
conclusive evidence for the other variables. 


4.2 Robustness check: Different thresholds and alternative time periods 
This section presents two checks for the robustness of the above results. These are the sensitivity of the 
results to different values of the percentage threshold p and the performance over different time periods. The 
sensitivity analysis for bond yields is shown because forecasts of that variable showed the most 
improvement. As stricter thresholds might lead to periods without any forecasters in the subset, the simple 
average replaces the subset for those periods.6 


Table 3 shows the percentage improvement of the subset relative to the simple average based on RMSE 
for different threshold values of p. The results show that individuals who were able to beat the averages 45-
52.5% of the previous periods perform better in future periods also. 


 


                                                                    
5 Note that while both the subset and the simple average are biased for 10-year bond yields, the subset is clearly less biased. 
6 While it might be preferable to use the subset of the previous period instead of the simple average, that subset might also not 


contain any forecast for the current period, due to (re- 


)entry and exit of forecasters. 


 CPI Unemployment 10-yr 
Treasury 


H0 0.68*** 0.53 0.64*** 
H1 0.47 0.58* 0.63** 
H2 0.37 0.64*** 0.78*** 
H3 0.54 0.53 0.74*** 
H4 0.57 0.41 0.66*** 
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Table 3: Bond yield percent RMSE improvement for different threshold values of p 


 


* significant at 10% level, ** 
at 5% level and *** at 1% level based 
on a one sided DM-test. 


The gains for bond yields are not much 
different for different time periods as Figure 4 
shows for the one-quarter-horizon 7 . In this 
graph, the subset tends to be closer to the actual number than the simple average (positive value). While the 
gains appear to be most consistent in the first part of the sample and a bit more volatile recently, there is no 
clear pattern in the shaded NBER recessions or where bond yields are increasing or decreasing. 
Figure 4: Difference in absolute forecast errors between simple average and subset for bond yields at H1 


 


4.3 Are poorly performing forecasters driving the results? 


D’Agostino et al. (2012) found evidence based on RMSE that there are no innately better forecasters, however, 
there are groups of forecasters that perform very poorly. They based their analysis on the distribution of 
forecast errors in the SPF for GDP and the GDP deflator. It is important to check, whether the new method just 
drops particularly poorly performing forecasters or if it is indeed able to detect better forecasters with 
specialized knowledge. For example, it could just be that there is one forecaster that causes the mean to 
perform poorly. If this forecaster is excluded form the average, it could be the case, that the subset does not 


                                                                    
7 The graphs for other horizons do show a similar picture as the one for H1. 


 0.45 0.50 0.525 0.55 0.60 


H0 -13.44*** -15.16*** -13.39*** -7.80** 0.73 
H1 -3.97** -4.73*** -3.61* -2.69* -


4.24 
H2 -3.97** -4.04** -2.68 0.65 4.71 
H3 -5.14** -7.14** -7.71** -8.38** -


1.69 
H4 -4.24* -4.27** -4.12** -2.89 5.22 
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perform any better than the average reduced by this one forecaster. Given the most significant gains are for 
bond yields, this property is only shown for bond yield forecasts8. 


To test this property, firstly poorly performing forecasters need to be identified and dropped. To obtain 
real-time poorly performing forecasters based on RMSE for a given period, the MSE for the available past is 
calculated for every forecaster j and forecasters with i times larger MSE than the simple average X¯ are 
dropped for that period. This creates a new set of forecasters that all satisfy 


 MSEj ≤ MSEX¯ ∗ i. (4) 


Secondly, for every period, the new average X¯ i is calculated using the forecasters in this set. It is then checked 
for every period, if forecasters that have already made at least 10 forecasts in that set beat the new average 
X¯ i more often than the threshold of 52.5%. Forecasters that satisfy this criterion are then included in the new 


subset Si . Lastly, the performance of the new average X¯
i is compared to the simple average without dropping 


poorly performing forecasters X¯ and the subset Si is compared to the new average X¯
i . 


Table 4: Percentage RMSE improvement after dropping poorly performing bond yield forecasters 


 . 2 3 S3# 
 


H0 -10.76*** -4.42 -7.69*** -6.49** 
H1 -0.67 -3.12* -0.15* -3.63** 
H2 0.30 -3.05* -0.30 -2.47 
H3 -1.11* -6.63** -0.59 -7.11** 
H4 -1.65*** -2.91** -0.97** -3.57*** 


 
* significant improvement at 10% level, ** at 5% level and *** at 1% level based on 
one sided DM-test. + New average improvement over simple average # Subset 


improvement over X¯
i , excluding forecasters with i times larger MSE than the simple 


average 


The value of i is selected based on the confidence interval for the worst 5% of forecasters in D’Agostino et 
al. (2012), relative to the median forecaster, which corresponds to i = 2,3. Table 4 shows that while most of 
the gains for the current quarter (H0) are due to dropping poorly performing forecasters, most of the gains 
for all other horizons are due to selecting well performing forecasters. In addition, the significance of the 
improvement of the subset S3 relative to the new average X¯3 is essentially unchanged from Table 1 and for 


longer horizons, the subset S2 is still significantly better than X¯
2. 


                                                                    
8 Results for the other variables are similar (i.e. if the subset significantly beats the simple average for a given horizon, it tends to 


significantly beat the average excluding poorly performing forecasters). 
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4.4 Specialized knowledge 
This new combination method showed largest improvements in the accuracy of bond yield forecasts as 
opposed to those of CPI inflation or unemployment. At the same time, the latter two variables are very closely 
watched by all forecasters while not every forecaster might pay as much attention to bond yields. It is thus 
possible that a few individuals closely watch bond yields and might have specialized knowledge about them, 
while others do not. This could explain, why the gains for bond yields are much more significant than for the 
other variables. 


If some forecasters do indeed have specialized knowledge that helps them forecast one horizon well, this 
knowledge should be helpful for predicting other horizons as well. In particular, forecasters who perform well 
at shorter horizons should also perform well at longer horizons (and vice versa). If a forecaster is better at 
forecasting one quarter ahead, starting the two quarter ahead forecast at the more accurate level is likely to 
give said forecaster an edge at the two quarter horizon as well. Due to the different nature of current quarter 
forecasts as described in the previous section, this property is checked using the subset of forecasters for 1 
quarter ahead forecasts. Note that this would also reduce the lag between forecasts being made and evaluated 
for longer horizons. 


Table 5: Percentage RMSE improvement relative to simple average, using the best 1 quarter ahead forecasters 


10-yr Treasury 
 


 H2 -4.76*** 


 H3 -5.06** 


 H4 -5.94** 
 


* significant improvement at 10% level, ** at 5% level and *** at 1% level based on one sided DM-
test. 


As Table 5 shows for bond yields, forecasters that perform well 1 quarter ahead tend to perform better at 
other horizons as well based on RMSE. This could suggest that some forecasters have superior skills or 
knowledge over other forecasters. 


In addition to the performance across horizons, the composition of the subset also shows evidence for 
specialized knowledge. Based on the industry classification used in the SPF, one would assume that 
forecasters at financial institutions are more likely to watch bond yields closely as compared with forecasters 
at other institutions. Indeed while forecasters in the financial sector are about 46% of the overall sample, they 
make up 55% of forecasters included in the subset for at least one period at the one-quarter-ahead horizon. 
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5 Conclusion 


It was shown that, based on MSE and MAE, the high correlation among forecast errors can lead to a sizeable 
percentage of individual forecasters beating the simple average. Due to this, selecting the best forecaster 
based on past MSEs might not always produce the individuals who can make the most accurate forecasts in 
the future. 


Subsequently a new method to select a subset of best forecasters was developed. It was then shown that 
this method is able to find individuals whose forecasts of 10-year government bond yields were significantly 
more accurate than the simple average. This result holds across several forecast evaluation methods and 
robustness checks. While some of the gains could be due to poorly performing forecasters at shorter horizons 
this is not the case for longer horizons. In addition, there is strong evidence that bond yield forecasters that 
are in the subset for one quarter ahead forecasts tend to perform better at other horizons as well. This 
provides further evidence that it is likely specialized knowledge that makes some individuals perform better 
than the consensus forecast. 


Further research might be able to test this method on other data sets as well or determine, why there 
appear to be gains across horizons in bond yields, but much more limited gains for CPI and unemployment. 
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The Effect of Forecast Quality on Seasonal Adjustment Revisions 


Nicole Czaplicki, U.S. Census Bureau 


Abstract 


When data are available, the X-11 method uses 
symmetric moving average filters, utilizing the same 
amount of data before and after the point of interest. For 
the most relevant points at the end of the series, we have 
two options: use asymmetric filters or extend the series 
with forecasts and use “symmetric” filters where 
possible. At the U.S. Census Bureau, most economic 
series are extended with RegARIMA models that 
incorporate holiday and trading day effects. We apply 
symmetric filters (with forecasts) and asymmetric filters 
(without forecasts) to empirical data from series with 
large forecast errors to assess the revision size-effects.  


Disclaimer: Any views expressed are those of the 
author and not necessarily those of the U. S. Census 
Bureau.  


1. Introduction 


Forecasts extension is a key part of any seasonal 
adjustment procedure. With the addition of the popular 
ARIMA models, X-11-ARIMA (Dagum, 1975) applied 
the X-11 method to time series extended with forecasts 
allowing points near the end of the time series to be 
seasonally adjusted using the same symmetric filters as 
those near the center of the series. Seasonally adjusted 
series published by the U.S. Census Bureau utilize the 
X-11 method currently deployed in X-13ARIMA-
SEATS.  


There has been much work done on the effect of 
forecasts on seasonal adjustment revisions with 
concurrent seasonal adjustment. Bobbitt and Otto 
(1990) found significantly smaller revisions between 
concurrent and final estimates with forecasts than 
without. Moreover, they showed that the differences in 
revisions were smaller for estimates calculated with a 
full set of forecasts compared to estimates calculated 
with only one year of forecasts.  


Thus, it is clear from past research that when forecasts 
are reasonable, extending a series with forecasts for 
seasonal adjustment is preferred to the alternative 
method, asymmetric filters. For example, Figure 1 (see 
appendix) shows construction spending on pavement 


lighting with 36 months of forecasts. This series has a 
very obvious, stable seasonal pattern and the confidence 
bounds on the forecasts are tight. We can expect that the 
estimates we obtain from performing a moving average 
calculation with these forecasts will be reasonably close 
to the estimates we will obtain when the forecasts are 
replaced with real data. 


On the other hand, some series are more difficult to 
forecast and thus, subject to large forecast errors. One 
example is the construction expenditures on rubber and 
plastics plants series shown in Figure 2 (see appendix). 
This seasonal series has large forecast errors and has 
very wide confidence bounds. Naturally, we have 
questioned whether using forecasts with such large 
errors can still minimize seasonal adjustment revisions. 
In this paper, we seek to answer this question by 
comparing revisions to seasonally adjusted estimates 
with and without forecasts for series with large forecast 
errors. 


2. X-11 Background and History 


The X-11 method decomposes time series into trend-
cycle (C), seasonal (S), and irregular (I) components. 
The seasonally adjusted series is calculated by removing 
the seasonal component from the calendar adjusted 
original series. The decomposition can be either additive 
(1) or multiplicative (2). Multiplicative seasonal 
adjustment is the more common of the two for 
economic series at the Census Bureau. Only 
multiplicative seasonal adjustment was used for this 
study.  


𝑋𝑋𝑡𝑡 = 𝐶𝐶𝑡𝑡 + 𝑆𝑆𝑡𝑡 + 𝐼𝐼𝑡𝑡  (1) 


𝑋𝑋𝑡𝑡 = 𝐶𝐶𝑡𝑡 ∙ 𝑆𝑆𝑡𝑡 ∙ 𝐼𝐼𝑡𝑡   (2) 


The X-11 method decomposes time series into these 
components by iterating between estimating the trend-
cycle and seasonal components using a series of moving 
average filters. In general, these calculations take the 
form: 


𝑌𝑌𝑡𝑡 = � 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖


𝐹𝐹


𝑖𝑖=−𝐹𝐹


 







where 𝑡𝑡0 ≤ 𝑡𝑡 ≤ 𝑇𝑇, and the filter is length is 2F+1.  


Near the center of the series, ( 𝑡𝑡0 < 𝑡𝑡 − 𝐹𝐹, 𝑡𝑡 + 𝐹𝐹 < 𝑇𝑇) 
the filter is symmetric (𝑤𝑤−𝑖𝑖 = 𝑤𝑤𝑖𝑖). However, near the 
ends of the series we do not have all of the 𝑋𝑋𝑡𝑡’s needed 
to calculate 𝑌𝑌𝑡𝑡 using the typical symmetric filters. Prior 
to X-11-ARIMA, the only option for these points was to 
use asymmetric filters applied to the data that we do 
have. X-11-ARIMA extended the series with forecasts 
from ARIMA models. When enough forecasts were 
generated, symmetric filters could be used to calculate 
seasonally adjusted values for all points in the time 
series. This approach generally resulted in smaller 
revisions to seasonal factors, thereby giving a more 
stable seasonal adjustment. Likewise, backcasts can be 
used to apply symmetric filters to values at the 
beginning of the series, though we will not consider 
backcasts for this paper.  


2.1 Example: 3x3 Filter 


To illustrate the difference between the two methods, 
we will look at 3x3 seasonal filter weights that would be 
used in one X-11 iteration. 


If the series is not extended with forecasts, only values 
up to time t can be used in the calculations for points 
near the end of the series. Thus, for a monthly series, the 
estimate of the seasonal component, 𝑆̂𝑆𝑡𝑡|𝑡𝑡, at time t given 
all of the information up to time t (commonly called the 
concurrent estimate) is given by: 


𝑆̂𝑆𝑡𝑡|𝑡𝑡 = 5
27
𝑋𝑋𝑡𝑡−24 + 11


27
𝑋𝑋𝑡𝑡−12 + 11


27
𝑋𝑋𝑡𝑡    


When 12 months of data are added, the 𝑡𝑡 + 12 value is 
incorporated into the calculation for 𝑆̂𝑆𝑡𝑡. 


𝑆̂𝑆𝑡𝑡|𝑡𝑡+12 =
3


27
𝑋𝑋𝑡𝑡−24 +


7
27


𝑋𝑋𝑡𝑡−12 +
10
27


𝑋𝑋𝑡𝑡 +
7


27
𝑋𝑋𝑡𝑡+12 


After another 12 months of data have been added, the 
symmetric filter, centered at time t, is used.  


𝑆̂𝑆𝑡𝑡|𝑡𝑡+24 =
1
9
𝑋𝑋𝑡𝑡−24 +


2
9
𝑋𝑋𝑡𝑡−12 +


3
9
𝑋𝑋𝑡𝑡 +


2
9
𝑋𝑋𝑡𝑡+12 +


1
9
𝑋𝑋𝑡𝑡+24 


Notice that since the weights must sum to one, the 
weights given to the series at time 𝑡𝑡, 𝑡𝑡 − 12, and 𝑡𝑡 −
24 change as new values are added.  


When the series is extended with at least 24 forecasts, 
symmetric filters can be used for the concurrent 
estimate, treating the forecasted values as if they were 
true data points. Let 𝑋𝑋𝑡𝑡� denote the forecasted values. 


𝑆̂𝑆𝑡𝑡|𝑡𝑡 =
1
9
𝑋𝑋𝑡𝑡−24 +


2
9
𝑋𝑋𝑡𝑡−12 +


3
9
𝑋𝑋𝑡𝑡 +


2
9
𝑋𝑋�𝑡𝑡+12|𝑡𝑡 +


1
9
𝑋𝑋�𝑡𝑡+24|𝑡𝑡 


Note that both the weights applied and the data used in 
the calculation for the concurrent estimate, 𝑆̂𝑆𝑡𝑡|𝑡𝑡, differ 
between the case with forecast extension and the case 
without. As a result, the concurrent estimates could be 
quite different between the two treatments.  


2.2 Forecasting in Practice 


Further releases in the X-11 family of programs 
incorporated additional regression variables such as 
trading day, Easter (Bell and Hillmer, 1983), and 
outliers (Bell, 1984), which can improve forecast 
quality.  


Dagum (1978) gave some guidelines as to forecast 
quality, stating that ARIMA models used with the X-11 
method should fit the data well and produce 
“reasonable” forecasts. She defines “reasonable” as 
forecasts with a mean absolute error less than 5% for 
“well behaved” series and less than 10% for highly 
irregular series.  


At the Census Bureau, forecast extension has been the 
rule, regardless of the size of forecast errors. Bobbitt 
and Otto (1990) found that revisions were minimized by 
extending the series to the full forecast horizon (F 
months), but that extending the series with even a single 
year of forecasts could significantly reduce the 
magnitude of revisions. Bobbitt and Otto also noted that 
extending a series with forecasts from the airline model 
(rather than the selected model) still offered 
improvements in revisions over not forecasting at all. 
Moreover, they found no significant difference in 
revisions between series extended with forecasts from 
the airline model and those using forecasts from a 
carefully selected model, suggesting that model 
selection may not be of great importance when it comes 
to reducing revisions.   


Since forecast extension has been shown to reduce 
revisions in seasonally adjusted series, X-13ARIMA-
SEATS, the most recent release in the X-11 family of 







programs, extends the series with a year of forecasts by 
default (as did previous releases of the program). 
Therefore, to obtain an adjustment that does not utilize 
forecast extension, zero forecasts must be explicitly 
specified. 


3. Forecast Quality and Revisions 


Although Dagum (1978) offered guidelines for 
maximum forecast errors that should be permitted when 
extending a series with forecasts for seasonal 
adjustment, these are rarely checked in practice. 
Forecast errors are frequently used in comparing 
competing models during model selection but have not 
been used to determine how to treat data at the end of 
the series for seasonal adjustment.  


In this study, we investigated the effect of forecast 
quality on revisions to seasonally adjusted estimates. 
Revisions to seasonally adjusted estimates come from 
different sources depending on how we treat the points 
near the end of the series. Here we will consider the 
total revision, 𝑅𝑅𝑡𝑡,  or the absolute difference between the 
concurrent estimate, 𝑌𝑌�𝑡𝑡|𝑡𝑡, and the final estimate, 𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹. 
This is somewhat of a simplification of the final 
estimate. The value of the weights beyond F months are 
very small but still nonzero. Therefore, 𝑌𝑌�𝑡𝑡 is revised 
beyond F months, but by a very small amount. The 
concurrent and final estimates without forecast 
extension are given by (3) and (4), respectively. The 
corresponding calculations with forecast extension are 
provided in (7) and (8), respectively. Symmetric 
weights are denoted by 𝑤𝑤𝑖𝑖 and the asymmetric weights 
used for the concurrent estimate are denoted 𝑤𝑤�𝑖𝑖. 


𝑌𝑌�𝑡𝑡|𝑡𝑡 = ∑ 𝑤𝑤�𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖0
𝑖𝑖=−𝐹𝐹  (3) 


𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹 = ∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖𝐹𝐹
𝑖𝑖=−𝐹𝐹  (4) 


𝑅𝑅𝑡𝑡 = �𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹 − 𝑌𝑌�𝑡𝑡|𝑡𝑡�  


= �∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖𝐹𝐹
𝑖𝑖=−𝐹𝐹 − ∑ 𝑤𝑤�𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖0


𝑖𝑖=−𝐹𝐹 � (5) 


= �∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖𝐹𝐹
𝑖𝑖=1 + ∑ (𝑤𝑤𝑖𝑖 − 𝑤𝑤�𝑖𝑖)𝑋𝑋𝑡𝑡+𝑖𝑖0


𝑖𝑖=−𝐹𝐹 � (6) 


If the series is not extended with forecasts, revisions 
come from changes to filter weights on existing data 
points and the addition of new data points into the 
moving average (6).   


If the series is extended with enough forecasts so that 
symmetric filters can be used, the filters’ weights are the 
same for both the concurrent and final estimates. 
Therefore, revisions come only from the forecast errors 
(10).  


𝑌𝑌�𝑡𝑡|𝑡𝑡 = ∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖0
𝑖𝑖=−𝐹𝐹 + ∑ 𝑤𝑤𝑖𝑖𝑋𝑋�𝑡𝑡+𝑖𝑖|𝑡𝑡𝐹𝐹


𝑖𝑖=1  (7) 


𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹 = ∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖𝐹𝐹
𝑖𝑖=−𝐹𝐹  (8) 


𝑅𝑅𝑡𝑡 = �𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹 − 𝑌𝑌�𝑡𝑡|𝑡𝑡�  


= |∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖𝐹𝐹
𝑖𝑖=−𝐹𝐹 − ∑ 𝑤𝑤𝑖𝑖𝑋𝑋𝑡𝑡+𝑖𝑖0


𝑖𝑖=−𝐹𝐹 − ∑ 𝑤𝑤𝑖𝑖𝑋𝑋�𝑡𝑡+𝑖𝑖|𝑡𝑡𝐹𝐹
𝑖𝑖=1 | (9) 


= �∑ 𝑤𝑤𝑖𝑖�𝑋𝑋𝑡𝑡+𝑖𝑖 − 𝑋𝑋�𝑡𝑡+𝑖𝑖|𝑡𝑡�𝐹𝐹
𝑖𝑖=1 � (10) 


4. Data and Methods 


This study follows the outline of the analysis done by 
Bobbitt and Otto (1990) and utilizes many of the same 
methods.   


We focus on the following two research questions: 
1) When forecast errors are large, are revisions to 
seasonally adjusted estimates smaller without forecasts 
than with forecasts? 2) If revisions are smaller with 
forecasts, does the number of forecasts used affect the 
size of revisions?   


We selected monthly series from the Value of 
Construction Put in Place 
Survey (www.census.gov/construction/c30/methodology.h
tml) over the span of 1993 to 2009. This survey 
provides monthly estimates of the total dollar value of 
construction work done in the United States. The 
estimates are subject to error, including sampling error, 
nonsampling error, and other measurement errors for the 
indirect estimates. Information about the estimation 
methods is available on the survey website. The selected 
study period was January 2000 to December 2004 in an 
attempt to minimize the impact of the Great Recession. 
Since the goal was to focus on series with large forecast 
errors, we selected series with average absolute percent 
error for one-year ahead out of sample forecasts of 20% 
or more, twice the limit recommended by Dagum for 
highly irregular series.  


Current production models and filters were used and 
remained fixed throughout the study. Automatic 
identification of additive outliers, level shifts, and 







temporary change outliers was permitted throughout the 
entire span of the series. Model parameters were re-
estimated with each run of X-13ARIMA-SEATS.    


Three different forecast treatments were compared for 
each series, zero forecasts, one year of forecasts, and a 
full set of forecasts, dependent on the seasonal filter 
length. These three treatments are denoted as 0, 12, and 
F, respectively. We define a full set of forecasts, F, as 
the number of forecasts needed for the last point in the 
time series to be adjusted using symmetric seasonal 
filters applied to observed and forecasted data in a 
single X-11 iteration. This translates to 24 forecasts for 
a 3x3 filter, 36 for a 3x5 filter, and 60 for a 3x9 filter.  


Data users generally prefer the difference between the 
concurrent and final estimates to be as small as possible. 
Due to the iterative nature of the X-11 method, 
seasonally adjusted estimates do not achieve their final 
value for many years after the concurrent estimate, if 
they achieve a final value at all. However, revisions are 
generally trivial after a value is adjusted with symmetric 
filters using only real data, in other words after another 
F months of data have been added. For this study, the 
final seasonally adjusted estimate, 𝑌𝑌�𝑡𝑡|𝑡𝑡+𝐹𝐹, is the 
seasonally adjusted estimate for the value at time t 
calculated after an additional F months of data have 
been added to the end of the series. We use the final 
estimate for the treatment without forecast extension as 
the final estimate for all revisions calculations, thus 
comparing all concurrent estimates to the same target. 
Recall from (4) and (8) that the final seasonally adjusted 
estimates should be the same with or without forecast 
extension. The revisions for month t between the final 
estimate and the concurrent estimates under the three 
forecast treatments are defined as: 


𝑅𝑅𝑡𝑡,0 = �𝑌𝑌𝑡𝑡|𝑡𝑡+𝐹𝐹,0 − 𝑌𝑌𝑡𝑡|𝑡𝑡,0� 


𝑅𝑅𝑡𝑡,12 = �𝑌𝑌𝑡𝑡|𝑡𝑡+𝐹𝐹,0 − 𝑌𝑌𝑡𝑡|𝑡𝑡,12� 


𝑅𝑅𝑡𝑡,𝐹𝐹 = �𝑌𝑌𝑡𝑡|𝑡𝑡+𝐹𝐹,0 − 𝑌𝑌𝑡𝑡|𝑡𝑡,𝐹𝐹� 


We compared mean squared revisions, mean absolute 
revisions, and maximum absolute revisions for levels, 
log levels, and month-to-month changes. We calculated 
an analysis of variance (ANOVA) for each of these 
revisions measures to check the significance of the 
forecast method effect; in other words, to test whether 


revisions differed by forecast method. Since the data are 
heteroskedastic, the ANOVA was conducted on the 
ranks of the revisions measures rather than the revisions 
measures themselves. The magnitude of revisions varied 
greatly by series so we used the series mean as a 
blocking factor. Thus, the formula for the ANOVA is 
given by: 


𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑅𝑅𝑖𝑖,𝑗𝑗) = 𝜇𝜇 + 𝑠𝑠𝑖𝑖 + 𝑓𝑓𝑗𝑗 + 𝑒𝑒𝑖𝑖,𝑗𝑗 


where 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑅𝑅𝑖𝑖,𝑗𝑗) is the rank of revisions measure R for 
series 𝑖𝑖 and forecast treatment 𝑗𝑗, 𝜇𝜇 is the overall mean, 
𝑠𝑠𝑖𝑖 is the series mean for series 𝑖𝑖, and 𝑓𝑓𝑗𝑗 is the method 
effect for forecast treatment j. We also examined 
pairwise comparisons to test for differences in revisions 
between each pair of forecast treatments. Where the 
revisions measures were normally distributed, we 
compared pairwise with a paired t test. Where they were 
not normally distributed, we used a Wilcoxon signed 
rank test (“Wilcoxon signed-rank test”, 2015) 


5. Results 


The results of the ANOVAs, paired t tests, and 
Wilcoxon signed rank tests are presented in Tables 1 to 
3 for mean squared revision, mean absolute revision, 
and maximum absolute revision, respectively. In each 
table, the ANOVA column gives the F statistic of the 
forecast method effect from the ANOVA and columns 
0-F, 0-12, and 12-F contain the t statistic from the 
paired t test or W statistic from the Wilcoxon signed 
rank test. Each statistic is accompanied by its 
corresponding p value.  


In each of our ANOVAs, the forecast method effect is 
significant. As in previous studies, the magnitude of 
revisions differs across forecast treatments.  


It is with the paired comparisons that we truly get at the 
two research questions. For the first, we looked for 
evidence of smaller revisions for estimates calculated 
without forecast extension than with either of the two 
forecast treatments. In particular, we looked for 
negative t statistics from the paired t test and negative 
W statistics from the Wilcoxon signed rank test for the 
0-F and 0-12 comparisons. In fact, we found no such 
evidence. Every statistic for the 0-F and 0-12 
comparisons was positive, with all but one (maximum 
absolute revision of the level) significant at the 0.05 
level. Thus, even with large forecast errors, smaller 







revisions are obtained with forecast extension than 
without. 


Another interesting result lies in the paired comparisons 
between revisions with one year of forecasts and with a 
full set of forecasts. There was a significant difference 
in revisions for only two of nine measures (maximum 
absolute revisions for log-levels and month-to-month 
changes). This suggests that with large forecast errors, 
there is little if any improvement in revisions achieved 
by forecasting a full F months rather than only 12 
months. This differs from the result from Bobbitt and 
Otto who found a significant reduction in revisions 
using a full set of forecasts compared to a single year of 
forecasts.  


Additionally, we looked at the correlations between 
forecast errors and the log revisions measures (Table 4). 
Intriguingly, the correlations between revisions 
measures and forecast errors sharply decline from the 
lead-1 error to the lead-12 error. This is somewhat 
puzzling because the value one year away receives a 
much higher weight in the moving average calculation 
than the value one month away. Thus, we would expect 
the lead-12 error to be more highly correlated with 
revisions than the lead-1 error. Figure 3 (see appendix) 
shows the weights associated with a 3x5 seasonal filter 
and a 13-term Henderson filter; the pattern is similar for 
other filter combinations. It is also interesting to note 
that the correlations for revisions measures without 
forecast extension are almost as high as, or at times 
even higher than the corresponding correlations for 
revisions measures with forecast extension.  


Table 1. Mean Squared Revisions 


Revision 
Measure 


ANOVA 
(p) 


0-F 
(p) 


0-12 
(p) 


12-F 
(p) 


*Level 12.54 
(0.000) 


578.5 
(0.000) 


754.5 
(0.000) 


106.5 
(0.491) 


Log-Level 21.73 
(0.000) 


4.11 
(0.000) 


5.14 
(0.000) 


-0.72 
(0.474) 


*Month-to-
Month 


23.49 
(0.000) 


543.5 
(0.000) 


761.5 
(0.000) 


109.5 
(0.479) 


 


 


 


 


Table 2. Mean Absolute Revisions 


Revision 
Measure 


ANOVA 
(p) 


0-F 
(p) 


0-12 
(p) 


12-F 
(p) 


*Level 14.70 
(0.000) 


604.5 
(0.000) 


751.5 
(0.000) 


135.5 
(0.380) 


Log-Level 18.90 
(0.000) 


4.67 
(0.000) 


6.74 
(0.000) 


-0.34 
 (0.735) 


Month-to-
Month 


15.95 
(0.000) 


2.53  
(0.014) 


5.23 
(0.000) 


-1.16  
(0.251) 


 


Table 3. Maximum Absolute Revisions 


Revision 
Measure 


ANOVA 
(p) 


0-F 
(p) 


0-12 
(p) 


12-F 
(p) 


*Level 6.21 
(0.003) 


271.5 
(0.076) 


440.5 
(0.003) 


-23.5 
(0.879) 


Log-Level 10.53 
(0.000) 


4.10 
(0.000) 


2.99 
(0.004) 


2.74 
(0.008) 


*Month-to-
Month 


10.85 
(0.000) 


551.5 
(0.000) 


378.5 
(0.012) 


524.5 
(0.000) 


Tables 1-3. The first column contains the F statistic of the forecasting 
method effect from the ANOVA accompanied by the corresponding p 
value. The last three columns contain the t statistic of the paired t test 
with the corresponding p value when the data are normally distributed. 
For data that are not normally distributed, denoted by *, the Wilcoxon 
signed rank test was used and the W statistic from this test is provided 
with the corresponding p value. 


Table 4. Spearman Correlation Coefficients Between 
Revisions Measures and Forecast Errors 


 Forecast Error 
Revision Measure Lead 1 Lead 12  Lead 24  
Mean Squared Log Revision 
No Forecast .811 .464 .200 
12 Forecasts .859 .521 .251 
F Forecasts .824 .469 .226 
Mean Absolute Log Revision 
No Forecast .789 .449 .204 
12 Forecasts .854 .520 .255 
F Forecasts .827 .486 .239 
Maximum Absolute Log Revision 
No Forecast .809 .409 .148 
12 Forecasts .776 .403 .173 
F Forecasts .735 .358 .144 
 


6. Conclusions 


For this study, we compared revisions to seasonally 
adjusted estimates under three different forecast lengths, 
focusing on series with large forecast errors. In 
summary, we did not find any results to suggest that 
revisions could be improved by not utilizing forecasts, 
even when those forecasts are subject to large errors. 







Nearly all of the paired t tests and Wilcoxon signed 
ranks tests indicated revisions were significantly smaller 
when forecasts were used. However, extending series 
with a single year of forecasts may be sufficient to 
reduce revisions as there seems to be little improvement 
when further forecasts are added. Furthermore, these 
results support the default setting in X-13ARIMA-
SEATS of using one year of forecasts automatically and 
the current Census Bureau practice of using forecasts 
for all seasonal adjustments. However, forecast errors 
should not be discarded from the seasonal adjustment 
dialog. Forecast errors remain an effective tool for 
model comparisons and give insight into the 
predictability, or lack thereof, of a given series. 
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 Appendix: Graphs  


 


Figure 1: Construction expenditures on pavement lighting. Source: Value of Construction Put in Place 
Survey (1993-2009) http://www.census.gov/construction/c30/historical_data.html 


 


Figure 2: Construction expenditures on rubber/plastics plants. Source: Value of Construction Put in Place 
Survey (1993-2009) http://www.census.gov/construction/c30/historical_data.html 


 


 


 


 







Figure 3. Seasonal Adjustment Weights with 3x5 Seasonal Filter and 13-term Henderson Trend Filter 
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Abstract 


The USDA’s Economic Research Service currently 
uses four distinct vertical price transmission pass-
through models to forecast the various Consumer 
Price Index food series1; one of the four models is 
chosen, based on performance, and used for each 
Consumer Price Index (CPI) food series. In February 
2015, ERS hosted a Food Price Forecasting 
Workshop in Washington, DC where it was proposed 
that ERS use composite forecasting methodology to 
combine the results of all four vertical price 
transmission models into a single forecast of a CPI 
food series, rather than relying only on the one model 
for a given CPI food series. Preliminary analysis of 
composite forecasting methods on two CPI series, 
beef and veal and dairy, indicated that composite 
techniques outperformed all but one of the individual 
vertical price transmission models. 
 
Introduction 


The USDA’s Economic Research Service (ERS) 
publishes the Food Price Outlook (FPO) data 
product, consisting of monthly forecasts of the annual 
percent changes of Consumer Price Index (CPI) food 
series. More specifically, the FPO provides 12 to 18 
month ahead forecasts for 19 retail food categories. 
Also included in the Food Price Outlook are 
explanations for changes to the forecasts and 
historical CPI annual percent changes. Forecasts are 
given in a 1 percent interval to represent the range of 
uncertainty. For example, in September 2015 ERS 
forecasts the CPI for beef and veal will rise 5.5 to 6.5 
percent in 2015. Historical forecasts and annual 
percent changes for the food CPIs are also provided 
for user convenience. 
 
As part of ongoing efforts to update and improve the 
FPO data product, in February 2015 ERS hosted a 
Food Price Forecasting Workshop in Washington, 
DC. The workshop featured several invited speakers 
and a roundtable discussion with vibrant attendee 
participation. Many suggested improvements 
resulted, relating to both methodology and 
presentation. In particular, incorporating composite 
forecasting techniques into the FPO was a suggestion 
based on the work of Trujillo, Mallory, and Garcia 


                                                           
1 The Food Price Outlook also includes forecasts of 
the Producer Price Index (PPI) food series, however 
the FPO’s CPI forecasts are the focus of the current 
research. 


(2012), presented at the workshop by co-author 
Andres Trujillo-Barrera. 
 
Research into incorporating composite methodology 
is especially convenient given the FPO’s current 
methods. Four distinct, but related, forecasting 
models are currently used in the FPO. Current 
methods select the model with the best forecast 
performance for the given food category to generate 
the final forecasts for a given CPI series, leaving the 
other three models unused. Creating composite 
forecasts by combining all four models was a feasible 
task, since in addition to the historical forecasts of the 
final model as published in the FPO, historical 
forecasts from each of three other models also 
already existed (though unpublished). 
 
The goal of the current research is to determine 
whether the use of composite forecasting 
methodology has the potential to increase the 
accuracy of the forecasts included in the Food Price 
Outlook data product. 
 
Methods 


There are two different methodologies currently used 
FPO to forecast sub-categories of the CPI food series. 
The preferred method is the vertical price 
transmission pass-through approach, which is used 
when both a sufficiently long time series of historical 
retail and input prices and a reliable measure of 
forecasted input prices exist. When that data is 
unavailable, an autoregressive moving average 
(ARMA) approach is used, which relies on lagged 
and current values of the CPI series being forecasted. 
For aggregate series a weighted average of the 
aggregate’s component series is used, with weights 
taken from the published CPI relative importance 
shares. 
 
The key feature of the vertical price transmission 
pass-through method is that it incorporates input 
prices at each stage of food production. The process 
begins with ERS Farm Forecasts, which are used to 
calculate farm and wholesale PPI forecasts; those 
farm and wholesale PPI forecasts are then used to 
calculate the CPI forecasts. In this first stage of 
forecasting, historical PPI data, ERS Farm Forecasts 
and the PPI diesel and electricity series are used to 
generate farm and wholesale PPI forecasts. The PPI 
series for diesel represents transportation costs, while 
the PPI electricity series represents the cost of 
operation to process the food items. One exception to 
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this process occurs in the PPI cattle forecast model, 
where the PPI electricity series is replaced with the 
average wage rate of workers in the slaughtering 
industry from the BLS Current Employment 
Statistics program. This substitution is made because 
the average slaughtering wage is believed to be more 
representative of the cost of processing cattle into 
beef. 
 
The second stage of forecasting uses historical CPI 
data, the PPI forecasts from the first stage of 
forecasting, the diesel PPI series, and the average 
grocery store wage to calculate the CPI forecasts. As 
was the case in the first stage, the diesel PPI series 
represents transportation costs, while the average 
grocery store wage is used as a proxy for the overall 
retail costs that are incorporated into the prices paid 
by consumers. 
 
Within the vertical price transmission pass-through 
framework there are four different models that may 
be used in the two stage forecasting process. The first 
three models are variations of an error correction 
model (ECM) – symmetric, asymmetric, and 
threshold. The difference between the three ECM 
variants relates to how the models treat deviations 
from the long-run equilibrium. The symmetric ECM 
treats deviations in the same manner regardless of 
direction; increases are treated the same as decreases. 
The asymmetric ECM treats deviations differently 
based on direction; increases are treated differently 
than decreases. The theoretical basis for the 
asymmetric ECM is that agents in the supply chain 
may respond differently to price increases than to 
price decreases; for example, an agent may be more 
likely to quickly and completely pass along price 
increases than they would for price decreases. The 
threshold ECM treats deviations differently based on 
magnitude; large changes are treated differently than 
small changes. The theoretical basis for the threshold 
ECM is that adjustment costs may be similar or even 
larger than the change in prices. For example, a 
grocery store has many thousands of products with 
posted prices, so the change in price must be 
sufficiently large so as to outweigh the cost of 
actually changing the posted price(s). The fourth 
vertical price transmission model is an autoregressive 
distributed lag model (ARDL). In the ARDL model, 
the regressors include lagged, and potentially current, 
values of the dependent variable and current and 
lagged values of the explanatory variables.  
 


Stage one of the forecasting process calculates the 
farm and wholesale PPI forecasts using each of the 
four vertical price transmission models, and an equal 
weighted average of the forecasts generated by each 
of the four models is used as an input in the second 
stage of forecasting. Only one of the four models is 
used in the second stage to calculate the final CPI 
forecasts; the one model used in the second stage 
varies by CPI series. 
 
The current research incorporating composite 
methods utilizes the aforementioned process with one 
exception: rather than choose only one of the four 
models for use in the second stage, all four models 
are used and the results from the four models are 
averaged to arrive at the final CPI forecasts. Now the 
second stage more closely resembles the first stage, 
with the exception of the right hand side variables 
which were not changed in this exercise.  
 
An important consideration in using a weighted 
average is the selection of weights. The simplest 
method is to use equal weights, though a method of 
calculating optimal estimated weights does exist in 
the literature. Smith and Wallis (2009) conclude that 
simple combinations of point forecasts generally 
outperform more complex weight combinations, 
attributing this to the finite-sample error in weight 
estimation. As a result, the current research uses 
equal weights in the composite forecasting 
methodology. 
 
Two factors would complicate a direct comparison of 
the forecasted CPI annual percent changes in the FPO 
with the actual published CPI annual percent 
changes. First, the FPO forecasts of the CPI annual 
percent changes are given in a 1% range, while the 
actual CPI annual percent changes as published by 
BLS are a specific number. Second, the forecasts in 
the FPO are calculated and published monthly, while 
BLS only published the annual percent changes only 
once – each January. 
 
The first complication could be remedied by 
comparing the midpoint of the FPO forecast with the 
actual published CPI annual percent change; 
however, that does not address the second 
complication. A direct comparison between the FPO 
forecasts (i.e. the midpoint of the 1% range) and the 
published CPI annual percent changes would result in 
only the FPO forecasts potentially showing any 
month-to-month variation, while the actual published 
CPI annual percent change would inherently remain 







unchanged over the course of a calendar year. Thus, 
such a comparison would yield very limited, if any, 
information regarding the relative forecasting 
accuracy of the composite method. 
 
Both complications can be avoided by comparing the 
forecasted point estimates of the CPI index levels 
with the actual published values of the CPI indexes, 
which provides an apples-to-apples comparison. This 
method was used by Kuhns, Volpe, Leibtag and 
Roeger (2015), who compared the three month ahead 
out-of-sample forecasted CPI index values to the 
published CPI index values, and the current research 
uses this method, too. 
 
Results 


Chart 1 shows the three-month ahead out-of-sample 
forecasts from each of the four vertical price 
transmission models, plus the equal-weight 
composite forecast for beef and veal, compared with 
the actual CPI index values for the beef series. Chart 
2 is similar to the first, but shows only the forecasts 
of the Threshold and Asymmetric ECM – the two 
vertical price transmission models used in the FPOs 
beef and veal forecasts – plus those of the equal-
weight composite model, compared to the actual CPI 
index levels. For both the beef and veal and dairy 
series, there are no forecasts for January 2014 
because the three-month ahead forecasts for that 
month would have been calculated in October 2013, 
when a shutdown of the federal government 
prevented the calculation and publication of the Food 
Price Outlook for that month.  
 
Chart 1 shows that for the beef and veal series, from 
January 2012 to December 2013, the four vertical 
price transmission models and the equal-weight 
composite model yield forecasts that are quite similar 
to each other in terms of the direction of price 
movement, with the differences mainly being in 
terms of magnitude. Generally, the forecasts from all 
five models track the actual CPI index values fairly 
well over the same time period, with the exception of 
September 2012. Starting in January 2014, the actual 
beef and veal index values dramatically increase, and 
that continues for most of 2014. While all five 
models forecast the dramatic increase in beef and 
veal prices, they also all consistently underestimate 
the magnitude of the increases. 
 
Charts 3 and 4 correspond to charts 1 and 2, but show 
results for the CPI dairy series. It is immediately 


apparent that the CPI dairy series is considerably 
more volatile than the CPI beef series. As is the case 
for beef and veal, the five models yield forecasts that 
are fairly similar to each other in terms of directional 
changes, though in many cases the dairy forecasts 
from the Threshold ECM deviate from the other four 
in terms of magnitudes. 
 
Five forecasting diagnostics were calculated in order 
to enable quantitative analysis of forecasting 
performance: Mean Error (ME), Mean Squared Error 
(MSE), Mean Absolute Percentage Error (MAPE), 
Mean Squared Percentage Error (MSPE), and Mean 
Absolute Error (MAE) for the four vertical-price 
transmission models and the equal-weight composite 
model. It should be noted, however, that the Mean 
Error is a more useful diagnostic of model bias than 
of forecasting accuracy. Table 1 presents these 
forecasting diagnostics for the CPI beef and veal 
series, which shows that for the five diagnostics the 
equal-weight composite model generally outperforms 
the three ECM variant models while being slightly 
bested by the Autoregressive Distributed Lag model 
(ARDL). This finding inherently implies a second, 
more surprising result – that the ARDL model 
outperforms the Threshold and Asymmetric ECM 
models, the two models currently used to create the 
CPI beef and veal forecasts for the FPO. 
 
The diagnostics for dairy in Table 2 show a result 
similar to that of beef and veal. For MSE, MAPE, 
and MAE the equal-weight composite model 
outperforms the three ECM variant models while 
slightly underperforming the ARDL model, while the 
differences in MSPE are so small that one could 
rightly question whether there is a real difference 
between the models. As was the case with beef and 
veal, this result also shows that the ARDL model is 
more accurate than the two models actually used in 
creating the FPO forecasts for dairy. 
 
Conclusions 


Based on the aforementioned results, many additional 
steps for expanding upon the current research are 
evident. First, while the current research calculated 
the Mean Error of the various forecasting models, a 
more rigorous analysis is needed in order to more 
conclusively examine the models for possible bias. 
Previously, it would have been difficult to do such an 
analysis because of the small samples involved in the 
current research. However, Croushore (2012) 
introduced method that is valid for small samples.  







Second, the current research shows that there are 
nominal differences in MSE between the forecasting 
models, but that does not necessarily indicate that a 
statistically or practically significant difference in 
MSE exists between the various models. Using the 
method of Granger and Newbold (1986) for testing 
the equality of MSE across models would provide 
additional information regarding the relative 
forecasting accuracy of the models. 
 
Third, a directional analysis may yield additional 
information regarding how well the models predict 
directional changes in price movement; such an 
analysis was conducted in Kuhns, Volpe, Leibtag and 
Roeger (2015). 
 
Fourth, the current research only evaluated composite 
forecasting methods using equal weights, so 
repeating the analysis using optimal estimated 
weights and/or other alternative weighting schemes 


may yield different results which may be important if 
composite forecasting is to be potentially 
implemented in the FPO. 
 
Finally, expanding the current analysis to include 
additional CPI food series might provide insight into 
whether potential improvements in forecasting 
accuracy from composite methods is a consistent 
phenomenon in CPI food series as a whole, or more 
of an anomaly in found only in the CPI beef  and veal 
and dairy series. This expansion would also be 
important when it comes to the secondary finding – 
that the ARDL forecasting model outperformed the 
models currently used to generate forecasts of the 
beef and veal and dairy CPI series for the FPO – 
since if that finding holds true for other CPI food 
series, it may be appropriate to reevaluate which 
vertical-price transmission models are used as part of 
the FPO. 
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Chart 1. Three-Month Ahead Out-of-Sample Beef and Veal Forecasts Compared with Realized CPI Index 
Values 


 
 
 
Chart 2. Three-Month Ahead Out-of-Sample Beef and Veal Forecasts Compared with Realized CPI Index 
Values 
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Chart 3. Three-Month Ahead Out-of-Sample Dairy Forecasts Compared with Realized CPI Index Values 


 
 
Chart 4. Three-Month Ahead Out-of-Sample Dairy Forecasts Compared with Realized CPI Index Values 
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Table 1. Forecasting Diagnostics for Beef and Veal 
 


 MEAN ERROR 
(ME) 


MEAN 
SQUARED  


ERROR (MSE) 


MEAN 
ABSOLUTE  


PERCENTAGE 
ERROR (MAPE) 


MEAN 
SQUARED  


PERCENTAGE 
ERROR (MSPE) 


MEAN 
ABSOLUTE  


ERROR (MAE) 


THRESH. ECM* 4.75 68.84 1.81 0.08 5.33 


ASYM. ECM* 5.47 68.48 2.08 0.08 6.02 


SYM. ECM 3.80 59.68 1.83 0.07 5.32 


ARDL 3.17 53.36 1.74 0.06 5.04 


EQUAL 
COMPOSITE 


4.30 59.76 1.76 0.07 5.14 


 
* Indicates model(s) used in actual generation of FPO forecasts 
 
 
Table 2. Forecasting Diagnostics for Dairy 
 


 MEAN ERROR 
(ME) 


MEAN 
SQUARED  


ERROR (MSE) 


MEAN 
ABSOLUTE  


PERCENTAGE 
ERROR (MAPE) 


MEAN 
SQUARED  


PERCENTAGE 
ERROR (MSPE) 


MEAN 
ABSOLUTE  


ERROR (MAE) 


THRESH. ECM* -0.01 12.55 1.33 0.03 2.84 


ASYM. ECM* -1.46 10.29 1.15 0.02 2.44 


SYM. ECM -1.97 10.16 1.19 0.02 2.54 


ARDL -0.98 8.67 1.05 0.02 2.22 


EQUAL 
COMPOSITE 


-1.10 9.37 1.09 0.02 2.32 


 
* Indicates model(s) used in actual generation of FPO forecasts 
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Abstract 
 
Technological change, climate events, shifting trade 
patterns could shock U.S. agricultural production 
affecting future market conditions.  As a result, it is 
important to analyze how USDA’s long term 
agricultural projections behave given certain shocks. 
To achieve this objective, different yield trends relative 
to the Baseline along with one period yield shocks are 
implemented in the corn and soybean sectors.  Results 
suggest these sectors exhibit resiliency to different 
shocks.  Lower and higher yield trend patterns produce 
results that follow Baseline projections closely, while 
one period yield shocks produce short-run market 
fluctuations with convergence to Baseline projections 
in the long-run.   
 
Introduction 
 
U.S. Department of Agriculture’s (USDA) long term 
agricultural projections are important to various 
stakeholders from policy makers, farmers, researchers, 
both domestically and internationally. Equally 
important to projecting agricultural market conditions 
is shocking the models used by USDA in order to 
analyze not only how the projections change, but how 
well the models represent market conditions.  This not 
only provides information to the stakeholders on future 
market outcomes induced by certain events, but it also 
provides additional confidence in USDA’s long term 
agricultural projections. Therefore, it is essential to 
analyze the outcomes of USDA’s long term 
agricultural projections given the possibility of 
different, unforeseen shocks that could occur in the 
agricultural sector.   
 
Various factors could affect the agricultural sector in 
the short run as well as the long run, factors such as 
technology, climate, and international trade.  These 
shocks could happen on the demand side as well as the 
supply side.  As a result of these shocks, agricultural 
market conditions could change, which could include 
changes in prices, export and import markets, plantings 
of various crops, etc.  In this study we chose to shock 
the supply side of the U.S. corn and soybean sectors.  
The shocks include short run and long run shocks.  The 
short run sock involves a simultaneous one period 
yield reduction in both sectors.  The long run shock 
involves simultaneous yield trend changes in both 
sectors.  We also analyze the combination between the 
one period shocks with the yield trend shocks.    
 
As expected, results suggest that due to yield 
reductions in the short run, prices increase, followed by 
increases in plantings in order to reflect higher 


expected net returns by farmers.  In the long term the 
markets adjust and converge to Baseline projections.  
Changing the yield trends (long term shocks) for both 
corn and soybean sectors also produces results in line 
with expectations.  Lower yield trends produce higher 
prices, while higher yield trends (relative to the 
Baseline yield trend) produce lower prices.  In essence, 
these yield trend shocks create a type of “confidence 
interval” around the current Baseline projections.   
 
This paper is organized as follows.  A brief overview 
of the USDA’s long term agricultural projections 
process will be given.  Historical and projected 
information will be presented and discussed on the 
corn and soybean sectors. The interplay between 
yields, prices, plantings and expected net returns will 
also be discussed in order to better understand our 
shocks’ impacts.  Our methods are then outlined, 
followed by the results section, and conclusion.   
 
Background 
 
The USDA releases annually a report containing 10-
year global and domestic agricultural projections, 
referred to as the Baseline.  The Baseline is a 
conditional, long run scenario for agriculture with 
neutral assumptions such as normal weather, no 
business cycles, and no policy changes.  It is a 
composite of models and judgment-based analysis, and 
it is an interagency committee process with various 
commodity experts involved.  The Baseline goal is to 
solve for those prices that bring world market 
equilibrium, i.e. world supply equals world demand.  
The baseline projections are supported by a modeling 
system which contains 40 countries covering major 
agricultural commodities. 
 
In this study we focus on the domestic corn and 
soybean sectors.  Figures 1-6 present historical and 
projected information on these sectors.  The figures 
include information on farm prices, acreage or 
plantings, and yields.  Evident in these figures is that 
something affected these sectors in 2012.  It so 
happened that during that year the country experienced 
a drought.  As a result of the drought, yields were 
lower that year.  Lower yields meant a lower supply to 
the market which caused prices to rise.  In return, 
higher prices signaled higher expected returns to 
farmers.  Higher expected returns caused farmers to 
increase their plantings or acreage.  This increased 
supply and put downward pressure on prices.  
Eventually the markets return to long run equilibrium 
(which includes projected years), as portrayed in 
Figures 1-6.  Noticeable from Figures 3 and 6 is that 
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corn acreage responds quicker to higher prices than 
soybean acreage.   
 
Figure 1: Historical and Projected Corn Yield, Bushels 
per acre 


 
Source: 2015 U.S. Baseline model, USDA-ERS 
 
Figure 2: Historical and Projected Corn Farm Prices, 
$ per bushel  


 
Source: 2015 U.S. Baseline model, USDA-ERS 
 
Figure 3: Historical and Projected Corn Acreage 
(Plantings), Millions of acres  


 


Source: 2015 U.S. Baseline model, USDA-ERS 
 
 
Figure 4: Historical and Projected Soybean Yield, 
Bushels per acre 


 
Source: 2015 U.S. Baseline model, USDA-ERS 
 
Figure 5: Historical and Projected Soybean Farm 
Prices, $ per bushel  


 
Source: 2015 U.S. Baseline model, USDA-ERS 
 
Figure 6: Historical and Projected Soybean Acreage 
(Plantings), Millions of acres  
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Source: 2015 U.S. Baseline model, USDA-ERS 
 
In general, acreage decisions by farmers are based  
on expected net returns.  Net returns can be summed 
up as: 
 
Net Returns = (Price * Yield)-Variable Cost 
 
A farmer’s expected net returns could change due to 
some unforeseen event such as a drought which lowers 
yields and increases prices.  Expecting higher returns 
in the next marketing year, the farmer then increases 
plantings in order to capture the higher market price.  
This is an important point which we will encounter 
later in our results section.   
 
Methods 
 
We implemented short run shocks and long run shocks 
in the domestic corn and soybean sectors in order to 
test the resiliency of these sectors.  Additionally, this 
exercise was also a test of the effectiveness of the U.S. 
Baseline model to predict certain market outcomes (as 
expected by economic theory) caused by different 
shocks.    
 
Using the current 2015 U.S. Baseline model (with 
projected years 2015 through 2024) as the tool for 
analysis, we implemented five shock scenarios.   
 
Our first scenario mimics a short run supply impact 
such as a weather related event like a drought.  We 
chose marketing year 2017.   We chose to implement a 
25% reduction in the yield for corn, and a 9% 
reduction in the yield for soybeans.  These choices are 
based on the 2012 drought shocks and we would 
expect the prices and acreage for corn to change 
relatively more.  
 
Our second and third scenarios simulate a long run 
supply impact such as a technological event.  In our 
second scenario we impose a lower yield trend in both 
sectors, while in our third scenario we impose a higher 
yield trend.  We chose our trend numbers based on 
regression analysis of yields over time.  For the lower 
yield trend scenario we chose -7% of the average (or 
Baseline) yield trend for corn, and -9.5% for soybeans.  
For the higher yield trend we chose +6.5% of the 
average yield trend for corn, and +9% for soybeans.  
Our second and third scenarios in essence will create a 
type of “confidence” interval around the Baseline 
projections. 
 
For our fourth and fifth scenarios, we chose to combine 
the yield shock scenario with each of the technology 
scenarios.  For these two scenarios we expect the 


impacts to be similar to the first scenario.  In essence, 
the standalone second and third scenarios could be 
seen as separate Baseline (reference) scenarios.  
 
Results 
 
Figures 7-10 present the results of the yield shock 
scenario. As expected, yield reductions cause prices to 
increase, as can be seen in Figures 7 and 8.  Evident in 
those figures is the fact that the prices for corn rose 
higher relative to soybeans.  This will cause farmers to 
expect higher returns for corn relative to soybeans.  
 
Figure 7: Projected Soybean Farm Prices, $ per 
bushel, Scenario one (year 2017, -9% yield shock)  


 
 
Figure 8: Projected Corn Farm Prices, $ per bushel, 
Scenario one (year 2017, -25% yield shock)   


 
 
With the possibility of extracting higher returns from 
the corn market, farmers reallocate acreage from 
soybeans to corn, as portrayed in Figures 9 and 10.  
Higher plantings for corn cause additional yields and 
supply to the market driving down the price of corn 
(Figure 8).  With less plantings of soybeans, supply to 
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this market stays relatively lower keeping the price 
higher (Figure 7).  Once prices for corn come down, 
plantings reallocate to soybeans in the following year 
(Figure 9), which in turn start to bring the prices for 
soybeans down.  In the long run, assuming no other 
shocks, projections converge to the Baseline.   
 
Figure 9: Projected Soybean Acreage (Plantings), 
Millions of acres, Scenario one (year 2017, -9% yield 
shock)  


  
 
 
Figure 10: Projected Corn Acreage (Plantings), 
Millions of acres, Scenario one (year 2017, -25% yield 
shock)   


 
 
 
Figures 7-10 present results for the first scenario on the 
supply side.  To conserve space and time, some 
demand side impacts are presented in the Appendix.  
The figures in the Appendix present impacts on 
soybean crush, soybean exports, corn feed, and corn 
exports.  As expected, higher prices lead to lower 
quantities demanded, with convergence to Baseline 
levels in the long run once the markets adjust.   
 
Our second and third scenarios for both corn and 
soybeans are combined respectively in figures 11 and 
12.  As previously mentioned the second and third 


scenarios will create a type of “confidence” interval 
around the Baseline projections, and each of these 
scenarios could be considered Baselines themselves.  
Recall that each of these scenarios change the 
underlying yield trends and could be seen as long run 
technology shocks.   
 
Figure 11: Projected Corn Farm Prices, $ per bushel 
(low and high yield trends scenarios)   


 
 
Figure 12: Projected Soybean Farm Prices, $ per 
bushel (low and high yield trends scenarios)  


 
 
Our fourth and fifth scenarios combine the first 
scenario with the second and third scenarios.  
Therefore, for the low yield trend scenario a shock to 
the yield is instituted in 2017.  The same shock is 
instituted in the high yield trend scenario.  Although 
not shown here, the results follow closely those 
presented in figures 7-10, as expected.  Recall the 
second and third scenario could be seen as separate 
Baselines.  Therefore, the fourth and fifth scenarios 
will mimic the first scenario, achieving the same 
impacts in both the corn and soybean sectors on the 
supply and demand side.  


65


70


75


80


85


2015 2019 2024
Baseline 2017 Shock


75
80
85
90
95


100
105


2015 2019 2024
Baseline 2017 Shock


$3.00


$3.20


$3.40


$3.60


$3.80


$4.00


2015 2019 2024


Baseline High Yield Low Yield


$7.50


$8.00


$8.50


$9.00


$9.50


$10.00


2015 2019 2024


Baseline High Yield Low Yield







 5 


 
   
 
Conclusion 


USDA’s long term agricultural projections are 
important to various stakeholders from policy makers, 
farmers, and researchers, both domestically and 
internationally.  Given that events such as climate 
change, technological changes, and trade could 
influence market conditions, it is important to analyze 
how well the models project market conditions given 
different events (shocks), so that stakeholders have the 
best available information in making decisions with the 
greatest confidence.  To this end we chose to institute 
both short term and long term shocks to the corn and 
soybean sectors of the U.S. agriculture.  The short term 
shock mimicked a one period weather event such as a 
drought that affected yields.  The long term shock 
mimicked some type of technological change that 
changed yield trends.  Results of our analysis suggest 
that both the corn and soybean agricultural sectors are 
resilient to short term shocks, where markets return to 
long term equilibrium as expected by economic theory.  
Long run shocks naturally change equilibrium levels in 
line with expectations, creating a type of “confidence” 
interval around current long term agricultural 
projections.  This generates additional confidence in 
the accuracy of USDA’s long term agricultural 
projections.   
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Appendix  
(Scenario 1-Demand Side Impacts of Yield Shocks) 


 
 
 
Figure A-1: Projected Soybean Crush, Million bushels, Scenario 1 (year 2017, -9% yield shock)   


 
 
 
Figure A-2: Projected Soybean Exports, Million bushels, Scenario 1 (year 2017, -9% yield shock)   
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Figure A-3: Projected Corn Feed, Million bushels, Scenario 1 (year 2017, -25% yield shock)   


 
 
Figure A-4: Projected Corn Exports, Million bushels, Scenario 1 (year 2017, -25% yield shock)   


 
 


0


1,000


2,000


3,000


4,000


5,000


6,000


7,000


2015 2019 2024


Baseline 2017 Shock


0


500


1,000


1,500


2,000


2,500


3,000


2015 2019 2024


Baseline 2017 Shock





F. Badau
File Attachment
Agricultural Adjustments to Shocks

vhamiwschelk
Highlight

vhamiwschelk
Highlight




An Economic Theory of Genocide


Mark Hutson, Artur Kolasa, & Adrianna Rockford


August, 2015


Abstract


This paper modifies an existing model that examines genocidal incidents. We update the State


Failure Task Force Report - Phase III logit model that differentiates between failed states with


and without genocide/politicide, improving the performance of the estimates relative to their


baseline model, as well as a similar model later presented by one of the authors. This paper


evaluates this model and uses encompassment techniques to enhance the estimates. The model is


updated using economic impulse variables that describe shocks to the countries rather than


levels of variables and indices. We find that including recent shocks to GDP, exports, imports,


and redefining the way that current trade values are incorporated into the model all improve the


predictive ability. We find that adding impulse data to the dataset further enhances predictive


ability.
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1 Introduction


Genocide and politically-motivated mass killings are tragic and devastating events that have


occured with disturbing frequency throughout human history. In addition to the horrors


themselves, these events can have lasting negative effects on populations, economies, and regions


long after the killings stop. Refugees can swamp neighboring countries, putting a strain on


infrastructure of these countries as well as international aid organizations. Foreign military


intervention can lead to problematic geopolitical results, as well as imposing both economic and


human costs on citizens of other countries while generating future political risks. Finally, long


memories and battered populations can remain unstable for generations, creating unstable


governments and slowing future growth from under-investment and unproductive uses of


resources. Thus, even beyond the tragic loss of life, there are strong economic motivations for


the world at large to prevent genocidal events from occuring. In order to do so, a better


understanding of the preconditions that leed to genocidal killings is paramount. Thus, an


early-warning system that can help identify cases where strategic international interventions


might be needed would be beneficial to have.


This paper attempts to enhance one such an early warning system. Genocide and political


killings is surprisingly unrepresented in the literature when compared against civil unrest.[1]


However, a few attempts have been made to create models that can distinguish genocidal events


while mitigating “false positives” based on conditions within a country. This paper takes several


of these models’ predictions and modifies them to improve performance by attaching economic


shock information into the models. We find that including recent shocks to GDP, exports,


imports, and redefining the way that current trade values are incorporated into the model all


improve the predictive ability.


The paper is structured as follows. Section 2 reviews relevant literature on genocide and


politically-motivated mass killings. The next section discusses the models, their design, and their


estimation techniques. This is followed by a discussion of the data used. The next section


reports the results from the estimatations and encompassment testing, followed by a section


concluding the results. The paper’s final section discusses future avenues of research. An


Appendix can be found at the end of the paper.


2 Literature Review


2.1 Genocide & Politicide


The vast majority of empirical research in the area of genocide has focused on the degree, and


type of social stratification, as well as the nature of the elites within the society. In their 1998


paper, Harff and Gurr[13] identify “political upheaval, strength of group identities and regime


structure”1 as background conditions for the possibility of genocide. They are also the


conditions which trigger an ethnic rebellion, which contributes to the likelihood of a genocidal


response on the part of the elites.


1See Harff & Gurr (1998), p. 558
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When economics does enter the picture it is often used as a proxy for something else that the


author is trying to model. For example, Harff (2003)[12] uses a measure of trade openness to


proxy for international interdependence of the given country. The reason being that countries


with a higher degree of trade openness are more integrated into the fabric of the world economy,


hence less likely to jeopardize that integration by committing genocide. Genocide is viewed as a


rational response that is placed in a cost/benefit structure; higher degree of trade openness


increases the cost.


Fein (1984)[9] echoes the rational response argument, “genocide is the calculated murder of a


segment or all of group defined outside the perpetrator by a government, elite, staff or crowd in


response to a crisis or opportunity perceived to be caused or impeded by the victim.”2. This


logic leads to the other major use of economics in the literature, namely as a way of modeling


genocide as a rational response to a country dealing with scarce economic resources. Fein (1984)


states this sentiment when she lists genocide as a means of eliminating “a group competing for


space or resources.” 3. More recent work by Collier and Hoeffler (2004) claims that economic


opportunities were the main causes of civil wars4.


There are several empirical papers in the field. Empirical papers by Harff (2003)[12] and the


recent work by Goldstone et al (2010)[8]5, and the State Failure Task Force Report (specifically,


the structural model of genocide in the Phase 3 Findings (2000)[7]) each produce a predictive


model of violence in distressed states. The State Failure Task Force (2000)[7] shows that


religious fractionalization has a positive impact on the probability of genocide occurring. The


analysis consists of 33 instances of genocide/politicide and 97 controls. These 97 controls are


randomly selected country-year observations of states currently in a state of failure; these were


selected to be either the last year in a case of state failure, or the 4th year in cases that lasted


more than 4 years.6 As before, the controls represent instances of state failure with no genocide.


This time, however, the analysis excludes prior genocide and replaces it with a Herfindahl index


of religious fractionalization from the Correlates of War Project. In this analysis, the regime


type variable was shown to have a p-value of .17, implying that it isn’t a statistically significant


predictor of genocide.7


In her 2003 paper, Harff[12] modeled the risk of genocide by looking at countries that had


experienced state failure during a given time period. The goal of the analysis being to identify


risk areas in a society that helped explain why some societies in a state of failure choose


genocide while others, in similar positions did not. The dependent variable in Harff’s model is


the a binary variable representing whether a country, already in the midst of state failure, will


experience genocide/politicide in year. The paper restricts itself to 35 cases of genocide and 91


cases of state failure with no genocide. Using a logit regression with political upheaval, prior


2Fein (1984), p. 4
3Fein (1984), p. 5
4Note that civil war doesn’t equal genocide. Hence, while the two events have things in common, they are


certainly not the same, and shouldn’t be treated as the same.
5Goldstone et al (2010) doesn’t explicitly focus on genocide. Instead, the authors model political instability, but


include genocide and politicide as examples of the above.
6Note that these 130 country-year observations are the same used in this paper’s analysis.
7The logic being that most states that experience state failure are autocratic, yet the majority of cases of state


failure do not result in genocide.
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genocide, ideology of the elites, regime type, ethnicity of the elites and trade openness as


measures of risk, Harff finds that all of the values, except trade openness, contribute to the


possibility of genocide occurring in a country experiencing state failure. Trade openness, in this


context, is a measure that attempts to proxy for country connectedness.


2.2 Econometric Analysis


2.2.1 Forecast Evaluation & Comparison


There is a robust and extensive history of forecasting, model evaulation, and model comparison


in the econometrics literature. Brier (1950)[2] developed a method for evaluating binary


forecasts, which examines the squared differences between the probability prediction and the


actual result. Diebold & Mariano (1995)[6] develop a test (labeled S1) that can be used to


compare these forecasts using a normal distribution. Further, Davison & Hinkley (1997)[5]


suggest that bootstrapped confidence intervals can also lead to a more precise estimator that


does not rely on the assumption that the particular estimator is normally distributed.8 An


emprical example of the bootstrapped evaluation of Brier Scores can be found in Ferro (2007)[10].


2.2.2 The Theory of Reduction, The General-to-Specific Approach, & Autometrics


The Theory of Reduction was described by Haavelmo’s.[11]9 The Theory of Reduction suggests


that there exists a family of models in the model space that could potentially describe the real


world accurately; from this broad family of models, the different specifications can the be


compared for fit and accuracy, allowing for the optimal specification to be found. From this


theory, the General to Specific (GTS) approach was derived.


The GTS approach in econometrics was first advocated by Hendry[14], Krolzig & Hendry[17],


and Hendry & Juselius[15][16]. An in-depth discussion on the origins and workings of the GTS


approach can be found in chapter 5 of Chao[3] (2009).


Effectively, the GTS approach makes an initial specification that allows explanations from


alternative theories to enter the estimated model, then culls irrelevant or insignificant


information based on significance tests and residual diagnostics. This model is then said to be


congruent with the true data-generating process (DGP), at least locally to the data sample.


Thus, the specific “terminal” models are arrived at in a non-path dependent manner. These


terminal models are then tested for encompassing (Chong and Hendry[4]), and the best-fit model


is formulated from these tests.


3 Creating & Refining the Model


This paper creates a model of genocidal risk based on analysis of both the state of the country


as well as the shocks that could potentially trigger the event. This model is produce by


8See page 171
9http://cowles.econ.yale.edu/P/cp/p00a/p0004.pdf
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combining a series of steps. The first step involves reproducing the models’ predictions and


subjecting them to encompassment tests using economic impulse variables. This includes


updating the model using other relevant variables from the literature, as well as commonly


available macroeconomic indicators. The results from each encompassment exercise are then


combined into a single, multi-shock model.


3.1 Model Reproduction & Updating


The baseline model used in this analysis comes from the State Failure Task Force Report: Phase


III Findings[7]. Their model was specified looking at the annual level, using a cross-sectional


approach; the potential observations for their model included all country-years that a country


was potentially considered a ”failed state”. They defined 36 unique examples of genocide or


policide occuring in failed states since 1955, though they ultimately used 33 in their estimation


due to proximity to previous incidences (Uganda & Pakistan) or lack of data (South Vietnam).


For the non-incidences of genocide, the authors chose 3 country-years of failed states that were


roughly coincident with each of the genocide/politicide incidents, though three of these


observations were discarded for lack of data on trade openness. Thus, their dataset included 130


total country-year observations; these same country-year observations were used as the basis for


this analysis.


The report authors built the model examining a large number of potential variables considered


for use. In their results, their LHS variable is an indicator variable representing an incident of


genocide or politicide. For the RHS variables, they chose six variables of significance10:


Indicator Autocratic Government(+)


Indicator Ethnic Characteristics of the ruling elite(+)


Indicator Ideological Characteristics of the ruling elite(+)


Indicator Religious Fractionalization(Herfindahl) (+)


Political Upheaval(+)


Trade Openess, ln exports+imports
GDP (−)



Using this base specification, the corresponding dataset available on the State Failure website11,


and the data from Appendix E in the report, we reproduced the probability scores associated


with their logit. Additionally, one of the report’s authors, Dr. Harff, published a paper[12] that


further refined the model specification, though there were discrepancies between datasets.


However, the author found that replacing the religious indicator variable with a measure of prior


genocide made for a more robust model. This is alternative value is included in the initial


specification, though the religious indicator variable is not dropped.


3.2 Adding Disturbances to the Framework


Several alternative economic variables were considered for additional potential explanatory


power over the database. However, in order to facilitate data availability, only economic


indicators that were relatively easily verifiable and less subject to error were considered. As


10Their report the formal definitions and classifications of state failure, genocide, politicide, ethnic conflict, and
the variables discussed in the baseline model.


11http://globalpolicy.gwu.edu/pitf/pitfdata.htm
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many failed states have poor or non-existent insititutions, reliance on externally confirmable


data was considered more appropriate.


A series of potential relevants at appropriate lags were introduced into the model. To capture


the effects of shocks on the economy, most of the potentially explanatory variables represented


changes in economic conditions over the recent history. Thus, changes in up to three years were


considered. Potential explanatory variables were introduced and tested in three different vectors:


V1 =





3∑
t=1


∆GDP−t


3∑
t=1


∆∆GDP−t


3∑
t=1


∆
GDP−t


Pop−t


3∑
t=1


∆∆
GDP−t


Pop−t



, V2 =





3∑
t=1


π−t


3∑
t=1


∆π−t


3∑
t=1


∆G−t


3∑
t=1


∆Debt−t



, V3 =





3∑
i=0


X−t


GDP−t


3∑
i=0


M−t


GDP−t


3∑
t=1


∆
X−t


GDP−t


3∑
t=1


∆
M−t


GDP−t



Thus, this model includes several different potential sources of information. In the first vector,


estimates of total income were introduced. The variables included the growth rate of GDP and


GDP per capita, as well as swings in this growth rates. The second vector included the variables


that could be influenced by policy: the inflation rate, changes in the inflation rate, changes


government expenditures, and changes in the stock of government debt (where available). The


third vector replaces the “trade openess” variable already in the model by breaking the


relationship up into its component parts; these include exports-to-GDP and imports-to-GDP, as


well


as large shift in these variables. Additionally, levels of each variables were included into the models.


3.3 Model Comparisons & Encompassment Tests


The model comparison and encompassment testing is carried out in three steps. First, the three


vectors are entered into a logit to determine their predictive value relative to the baseline model,


first as a group then followed by individually. These equations are then compared to the baseline


model using a Brier Score. The Brier Score takes the following form:


BS =
1


N


N∑
i=0


(ft − ot)
2 (3.1)


Where ft is the forecasted value from the logit estimation, ot is the actual results of the binary


variable, and N is the number of observations.


Second, the vectors are evaluated individually within the forecasting model. This is done using


the predictive values from the logit regression, but including the additional variable (at all lags
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and asymetric levels). This takes the form:


Yj = f(β0Ŷj + β1


3∑
t=1


x−t) (3.2)


where the logit regression values are complimented by the explanatory variable, x. If the


estimated parameter, β1, is statistically significantly different from zero, the added variable


provides additional information beyond the baseline forecast.


Third, a composite model is developed. This is done by reestimating the baseline model while


including all those additional variables that provide additional information. This large model is


then subjected to the General-to-Specific approach[17] using the Autometrics algorithm12. This


algorithm culls those variables that are not providing additional statistically significant


information; this process also evaluates the original variables included in the baseline model.13


4 The Data


The variables in this analysis come from several sources. Many of the variables were used in the


State Failure Task Force Report (2000)[7], and a full description of how the variables were


constructed can be found in that report. Additionally, the “Prior Genocide” variable was pulled


from similar work published in Harff (2003)[12], one of the State Failure Task Force’s Report


authors. These data were accessed directly from the State Failure website14, the appendix of the


report15, and the Harff websitehttp://globalpolicy.gmu.edu/genocide/. Description of these


variables can be found in Table 1, along with the data origin. In Table 1, the first column has


the variable name, the second column describes the variable, the third column describes the


units, the fourth reports the original source of the data, and the final column indicates how the


authors accessed the data.


The variables presented in Table 2 are a country-level set comprising 194 countries from 1955 to


199816. The observations are for each year and country.


The economic data that the model will be using is taken from the World Development


Indicators, which is a dataset compiled by the World Bank. The set contains 180 countries,


observed from 1960 to 2010. The variables used are described in Table 2. The first column lists


the variable name. The second column describes the data. The third column lists the units. All


data come from the World Development Indicators website.


12Using OxMetrics version 6.20
13Note that the Autometrics Algorithm is applied only to the variables with predictive ability due to the relatively


large number of potential determinants compared with the modest number of observations selected by the original
researchers.


14http://globalpolicy.gmu.edu/pitf/pitfdata.htm
15http://globalpolicy.gmu.edu/pitf/SFTF% 20Phase% 20III% 20Report% 20Final.pdf
16Note that since the data goes back to 1955, the set contains countries such as the USSR and East and West


Germany.


7







5 Results


The analysis found that several variables add statistically significant information to the


SFTP-III Genocide model. The addition of Harff (2003)[12] prior genocide variable significantly


increase the performance of the SFTP-III model. Recent shocks to income, high levels of


inflation, and collapses in trade variables all also improve the predictions. Additionally,


contemporaneous measures of inflation and GDP growth both added improved the forecasts in


cases where these data were available. Further, this analysis found that the current symmetric


specification of the trade openness variable may be too restrictive.


The first result involved introducing the Harff (2003) “Prior Genocide” variable into the


SFTP-III model. The variable provided significant predictive power to the model, further


enhancing the predictions. In fact, a logit model only including the prior genocide model


performed relatively well on its own; comparing the baseline model just to the “Prior Genocide”


regression only rejected the Diebold-Mariono S1 test at the 10% level. However, unlike the Harff


model, this analysis found that the complete 6-variable model + “Prior Genocide” performed


slightly better (though statistically differently) from the Harff version (where the religious


fractionalization variable was dropped from the analysis). Thus, the original SFTP-III model


was kept intact for the analysis, but also included the “Prior Genocide” variable as well.


From the first vector (GDP variables), two terms results provided explanatory power. Including


the contemporaneous GDP growth rate and the growth rate at one lag both improved the


models predictions, with the terms jointly statistically significant while lowering the Brier Score.


In both cases, higher rates of growth lowered the probability of genocide/politicide. The GDP


per capita numbers, the change in the GDP growth rates, and the change in the GDP per capita


growth rates were not significant.


Further, an auxilliary regression was run including the levels of GDP; this serves as a proxy for a


binary variable for size included in the SFTP-III dataset. Contemporaneous GDP, as well as the


level of GDP at three lags were statistically significant. Both variables had a negative sign. As


the large/small variable had been dropped by the SFTP-III authors, this could suggest that a


continuous variable might better capture the effects of the large/small indicator. Note that these


level variables were not included in the final model.


From the second vector (policy variables), only inflation provided any statistically significant


information. Inflation was only significant in the contemporaneous case were it was available (64


observations), with a positive sign. Further, due to the relatively few number of observations


that were included, the inflation number was not considered for the final model. The change in


inflation rates, changes in public debt, changes in government expenditure (and levels, as well)


were not significant. However, there were significant data availability problems with many of the


country years. This likely is due to the generally unreliable nature of internal numbers from


failed states; other variables (such as trade variables) are potentially more reliable, as they can


be confirmed by the other countries involved in the trade.


Each of the four variables in vector three provide additional explanatory information to the
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SFTP-III model with at least one lag. The 1-year change in exports, the 3-year change in


imports both improved the Brier Score of the baseline model. In the each case, a sudden


negative shock in either variable increased the likelihood of a genocide/politicide. Further, the


level of exports lagged at one year also provided statistically significant improvements to the


model; higher values of the export variable implied a lower likelihood of genocide/politicide.


Another interesting result from the third vector was the improvement of the model using


contemporaneous levels of both exports and imports relative to GDP also improved the


forecasts. This suggests that the “Trade Openess” assumption, whereby imports and exports are


considered equal in the variable construction. These results would suggest that relaxing that


assumption, and modeling the exports-to-GDP and imports-to-GDP ratios separately.


Finally, a robust final model was designed. All of the variables that contained statistically


significant explanatory information were included into a single logistic regression, and this


specification was subjected to the Autometrics algorithm17. This produced a parsimonious and


congruent model. The improved model included the SFTP-III variables, the “Prior Genocide”


variable (+ risk of genocide), contemporaneous Exports-to-GDP(-), Exports-to-GDP at one


lag(-), the change in the Exports-to-GDP ratio from a year ago(-), the change in the


Imports-to-GDP ratio over the past three years(-), and the growth rate of GDP(-). Note that


the current level of Imports-to-GDP, as well as the lagged changes in Imports were dropped from


the estimation. The Brier Score from this model was a statistically significantly better predictor


of genocide/politicide than both the baseline model (1%) and the baseline model including


“Prior Genocide” (5%) using the Diebold Mariano S1 test.


6 Conclusion


This paper found three relevant ways to improve the State Failure Task Force’s Phase III


report’s (SFTP-III) Genocide/Politicide model. Using results from a previous model, this paper


find statistically significant improvements to the genocide/politicide detection model. First,


combining the model with the “Prior Genocide” variable, advocated by Harff (2003)[12],


improved the model’s performance. Second, adding lagged shocks to the model improves the


forecasting perfomance; including lagged shocks to GDP, exports, changes in exports, imports,


and changes to imports increased the forecasting accuracy of the model. Third, relaxing the


imposed relationship on “Trade Openess” further increased the models’ predictive ability over


the sample. Further, as all of these added terms are required to construct the “Trade Openess”


variable, incorporating this modeling structure in the future should not present any data


availability issues.


7 Future Research


There are several further avenues of research that could further the ideas tested in this paper.


First, the random selection of country-year observations by the researchers who produced the


baseline model could be either repeated with a similar dataset or applied to all country-years of


17Note that the baseline SFTP-III model was included only as a scored variable; individual elements were thus
considered unrestricted and not eligible for removal from the model
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state failure in the available data. This would allow for robustness checks on the parameter


estimates, which potentially suffer from instability resulting from the censoreding of


non-genocidal observations. Testing a larger and more comprehensive dataset could provide


better and more robust identification of the marginal effects of each significant determinant.


Secondly, a further expansion of the event definitions could produce more robust estimates of the


dynamics surrounding these events. Thus, rather than looking at these events using only single


country-year observations, constructing variables concerning the entire event (both for state


failure and genocide/politice) could create more robust analysis. These estimates could include


full panel techniques, including fixed-effects techniques.


Further, the finding of asymmetry in the “Trade Openess” variable could be further tested. This


could include allowing for asymmetric slopes of the significant change variables around zero (i.e.


an increase in the GDP growth rate may not mitigate the risk of a genocide/politicide that an


equal magnitude decrease would increase the risk); each introduced variable is modeled as


β1x
+ + β2x


−.


Additionally, the SFTF-III database has been updated for the fourth phase of the project.


Incorporating these findings and testing them on the next version of the dataset, as well as using


further improved data, could validate the parameter estimates identified in this analysis.
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Appendix


Table 1: Variables Used in Previous Literature
Variable Description Unit Data Source Accessed


Regime Type
Measure stating if a country is a full
democracy, partial democracy or an
autocracy


Trinary SFTF-III
SFTF-III
Appendix18


Trade Openness Imports plus exports divided by GDP Logarithm WDI
SFTF-III
Appendix


Ideological
Character of
Ruling Elite


Do the elites harbor an ideology based
on exclusion, and persecution of a
group


Binary
Harff &
Gurr(1998)[12]


SFTF-III
Appendix


Ethnic Character
of Ruling Elite


Are the elite members of a particular
ethnic group?


Binary
Harff &
Gurr(1998)


SFTF-III
Appendix


Religious Diversity Measure religious diversity of Country
Herfindahl
Index


Correlates of
War Project


SFTF-III
Appendix


Upheaval
Sum of maximum yearly magnitude of
a country’s failure events over the past
15 years


Continuous
number


SFTF-III
SFTF-III
Appendix


Prior Genocide
Prior instances of genocide prior to
current state failure


Binary Harf (2003)
Harff
Website19


Table 2: New Variables Introduced into Model
Variable Description Unit


GDP Gross Domestic Product 2000 USD
X Total Exports 2000 USD
M Imports 2000 USD
π PCE Deflator Base 2000


GDP
Pop GDP per Capita 2000 USD


G Government Expenditures 2000 USD
Debt Total Debt of Central Government 2000 USD


18http://globalpolicy.gmu.edu/pitf/SFTF% 20Phase% 20III% 20Report% 20Final.pdf
19http://globalpolicy.gmu.edu/genocide/
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Session Chair:  Jeffrey Busse, U.S. Department of the Interior 

U.S. Commercial Aviation Demand Forecasting with a Panel Data: The Role of Individual Heterogeneity 
on Improving Forecast Accuracy 

Mei Liu, Federal Aviation Administration, Roger Schaufele, Federal Aviation Administration, Dipasis Bhadra, 
Federal Aviation Administration, Li Ding, Federal Aviation Administration 

Studies and practices in aviation demand forecasting have long relied on OLS or other time series approaches as the 
standard estimation technique, ignoring the individual heterogeneity or unobserved effect in a panel data. Individual 
heterogeneity is most evident in the U.S. aviation sector where large airports differentiate themselves by offering services 
from the airlines who dominate them and medium and smaller airports connecting them thus forming a network that 
evolve over time.  This paper distinguishes itself by identifying and estimating the route-specific effects in the airline 
industry and takes it forward to perform a 4-year-ahead forecasting.  The current setting defines the training data to be 
from 2000 through 2010, from which the estimates are developed to forecast passenger demand from 2011 through 2014. 
We evaluate whether the inclusion of individual heterogeneity reduces forecast errors.  Our finding sheds light on how to 
improve the forecast accuracy given a panel data.   

Using Macro Variables to Predict Retail Food Price Inflation 
Annemarie Kuhns, U. S. Department of Agriculture, Ryan Kuhns, U.S. Department of Agriculture 

The USDA Economic Research Service forecasts retail food prices based on the Bureau of Labor Statistics’ CPI and PPI 
data products. ERS forecasts provide important signals to farmers, processors, wholesalers, consumers, and policymakers 
alike.  The current forecast use a multi-stage pass-through approach that considers farm and wholesale prices, diesel 
prices, and manufacturing and retailing costs.  However, many other economic and market variables may contribute to 
food price inflation.  Our presentation will evaluate whether incorporating these variables improve forecasting accuracy. 
We will also consider several methods of forecast averaging to determine if average forecasts perform better than 
individual models.  

Optimal Point Forecast for Certain Bank Deposit Series 
Argyn Kuketayev, E*TRADE Financial Corporation 

It is customary to use either the mean or the median as a point forecast in applied work, by default.  These point forecasts 
are optimal for squared and absolute error cost functions.  However, for these functions the optimal forecasts are not well 
defined when the data generation process (DGP) is a geometric random walk with “fat tailed” error distribution.  I 
demonstrate that some bank deposit time series may have this kind of DGP; propose an asymmetric location dependent 
homogenous loss function, show that it is more suitable for certain applications and that it has a well-defined optimal 
forecast. 
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Using Macro Variables to Forecast Retail Food Price Inflation 
Annemarie Kuhns and Ryan Kuhns 


United States Department of Agriculture, Economic Research Service1 
 


 
Abstract 


The USDA Economic Research Service (ERS) forecasts food prices for 7 farm, 6 wholesale, and 19 retail food 
categories. ERS forecasts provide important signals to farmers, processors, wholesalers, consumers, and 
policymakers alike. ERS currently uses a multi-stage pass-through approach that considers farm and wholesale 
prices, diesel prices, and manufacturing and retailing costs. However, many other economic and market variables 
may contribute to food price inflation. This paper will evaluate whether incorporating these variables in addition to 
those currently being used improve the accuracy of forecasts of the fresh fruit price CPI. To incorporate the 
information from many predictors, we use several methods to pool the forecasts from bivariate vector 
autoregressions including the fresh fruit CPI and an additional predictor. The best method of pooling the forecasts 
varies based on the forecasting horizon. We also compare the accuracy of the pooled forecast to the current methods 
being used by ERS.  Regardless of the forecasting horizon, our results suggest incorporating information from many 
macroeconomic time series can improve fresh fruit price forecasts.  
 
Introduction 


Accurate forecasts of food price inflation are important to consumers, businesses, academics, and policymakers 
alike. The USDA Economic Research Service (ERS) provides such forecasts on a monthly basis using the Bureau of 
Labor Statistics (BLS) Consumer Price Index (CPI) and Producer Price Index (PPI) data. ERS Forecasts 7 farm, 6 
wholesale, and 19 retail food categories on a 12 to 18 month forecast horizon.  
 
In 2011, ERS’s forecasting procedures where updated to include information from more predictors - previously 
autoregressive integrated moving average (ARIMA) models were used for all series.  The ARIMA models relied on 
lagged and current values of the CPI being forecast, as well as a time trend. Under the new methodology, ERS uses 
a vertical price transmission methodology where a sufficiently lengthy time series of historical retail and input prices 
are available for the food category. Where sufficient data is not available, an ARIMA model is still used (Kuhns et 
al., 2015). 
The vertical price transmission approach models retail food price changes based on changes to prices in earlier 
stages of production (Leibtag, 2009). ERS forecasts of retail prices depend on price forecasts of earlier stages of the 
production, which are then “passed through” to forecast the CPI for food. Because prices changes are found to “pass 
through” from early stages of production to retail, the two stages of production are likely to co-vary overtime, 
maintaining an equilibrium relationship, or margin.  
 
In their seminal paper, Engle and Granger (1987) propose a method of modeling non-stationary time series. 
According to the Engle-Granger methodology, non-stationary series are found to be cointegrated when a linear 
combination is stationary. Applying the Engle-Granger test to retail and wholesale food prices finds by food 
category finds most of the corresponding price indices are cointegrated (Kuhns et. al., 2015). When the estimations 
contain a set of cointegrated indices, ERS employs a series of error-correction models (ECM) generate forecasts. For 
comparison, ERS also uses the autoregressive distributed lag (ARDL) method to model the wholesale to retail pass 
through. ARDL models employ lagged values of both the forecast variable and explanatory variables to predict its 
future values. 
 
For ERS’s retail food price forecasts, the underlying premise of the ECM approach is retail prices share an 
equilibrium relationship with prices at an early stage of production that both largely defines the trajectory of Y and 
can be estimated. For those categories where wholesale and retail food prices are found to be cointegrated, 
forecasting retail food prices using ECMs is a natural fit. Within the ECM framework, ERS generates forecasts for 
each food category from three separate models – symmetric, asymmetric, and threshold error-correction models – 
which differ in how they model the effect of price changes at early stages of production on retail food prices. The 
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symmetric model assumes that prices swings, up or down, are treated the same. In contrast, the asymmetric model 
assumes positive and negative price swings have differential impacts. Lastly, the threshold model assumes the effect 
of price changes differs according to whether or not it falls above or below a threshold level. 
In addition to information on price changes at earlier stages of production, ERS also incorporates additional 
variables expected to influence retail food prices. Previous research on the U.S. food supply suggest commodity and 
energy prices are the best right hand side variables when forecasting retail food price inflation (Lamm and Westcott, 
1981; Trostle, 2008). Therefore, the current methods consider commodity prices, transportation costs, manufacturing 
costs, and retailing costs when modeling food price inflation. In our model the diesel PPI is used as a proxy for 
transportation costs, the electricity PPI for manufacturing costs, and average grocery store wages for retail 
overhead.2  
 
However, this excludes information on several important price determinants – consumer demand and international 
prices and exchange rates. Because these price determinants are linked to the macro economy, there are a broad set 
of potential time series that could be incorporated in the model. Ideally it would be possible to incorporate all the 
relevant information from as broad a range of potential data series as possible. Typical model selection methods call 
for each model to be estimated in order to search for the model with the lowest information criterion or out of 
sample forecast error. However, even for the case where the number of series is still relatively small (i.e. 20), the 
number of possible model combinations is large. For example, twenty variables result in           1,048,575 potential 
combinations, leading these typical search methods to quickly become infeasible. Adding dynamics through the use 
of lagged variables further exacerbates this problem. Furthermore, estimating models with a large number of 
predictors relative to the sample size may lead to sub-optimal forecasts due to loss of efficiency (Stock and Watson, 
2006).3 The fear is that adding too many variables could lead to a large estimation error, which would cloud its 
ability to forecast well.  
 
To overcome this problem, a method is needed that allows us to incorporate information from all these predictors in 
a feasible way. The forecasting literature suggests several methods for forecasting with many predictors. One 
method, and the one used in this analysis, is to estimate a model with a single or subset of predictors, and then pool 
the resulting forecasts (Stock and Watson, 2006; Banternghansa and McCracken, 2011). Specifically, we follow the 
methods of Banternghansa and McCracken (2011) and estimate a series of bivariate vector auto regression (VAR) 
models including the fresh fruit CPI and an additional predictor. We then compare the forecast accuracy of several 
pooling methods to determine the best approach for forecasting fresh fruit prices. We also compare the resulting 
pooled forecasts to ERS current methods.  
 
Data  


For this study we use the Bureau of Labor Statistics (BLS) monthly CPI for fresh fruits from 1990 to 2014. 
Following the data series currently used by ERS, we also use the BLS’s PPI for fresh fruits and melons, the PPI for 
diesel, and grocery store wages from the BLS’s Current Employment Statistics survey. We augment this data with 
macroeconomic data series from the St. Louis Federal Reserve’s Economic Data (FRED) database that thought to be 
linked with consumer demand, international prices, exchange rates, and the health of the overall economy (see Table 
A.1 in Appendix A for a complete list).  
 
To put everything in comparable terms, we convert all series to 2014 dollars. For data series that are price indices, 
this involves rebasing the series using the 2014 average price. Series measured in nominal dollars are then converted 
to inflation-adjusted 2014 dollars using the CPI for all items.  
 
Many macroeconomic time series are non-stationary when measured in levels, while the econometric techniques 
used in this analysis require stationarity. The results of an augmented Dickey-Fuller test confirm the existence of a 
unit root in the CPI for fresh fruits series; however, when modeled in log-differences the series is also found to be 


                                                           
2 For the beef and veal CPI forecast, average hourly slaughtering wage is used in the place of the electricity PPI to 
account for manufacturing costs. This measure was found to be a better predictor for this particular factor of 
production.  
3 Stock and Watson (2004) show the OLS forecast variance grows proportional to n/T, where n is the number of 
regressors and T is the number of observations.  







stationary.4 Therefore, we choose model the series in log-differences, and convert forecasts back from logs to levels. 
Since many macroeconomic series are stationary in log-differences, we follow common practice and use the log-
difference of each predictor series where applicable. In the case of the included real interest series, where negative 
values are possible, we instead use the data measured in first differences.  
 
Methods 


For this analysis we follow the methods of Banternghansa and McCracken (2011) and estimate a series of bivariate 
VAR models containing the fresh fruit CPI and a single additional predictor. For each combination of the fresh fruit 
CPI and additional predictor we then estimate 12 sequential models with 1 through 12 lags of each variable. For 
simplicity, we require both variables to enter with the same number of lags; therefore, we are able to estimate the 
results using equation-by-equation OLS (Enders, 2009). As a result, we estimate 467 models.5  
 
In order to gauge the forecast accuracy, we split our dataset into a training and pseudo out of sample comparison 
portion.  We then make rolling one period and iterated multi-step 6 period out of sample forecasts. Initially, the first 
252 observations are used to fit each model. The sample is then rolled ahead, with an additional observation added. 
To keep the sample size the same, we also remove the first observation in the initial estimation window.  
 
As a result, we have 467 monthly one-period ahead forecasts coinciding to each model over the January 2011 
through December 2014. Likewise, we have 467 monthly six-period ahead forecasts from June 2011 through 
December 2014. In order to distill the information from each forecast into a single series of forecasts, it is necessary 
to determine the best forecast combination method.   
 
Forecast pooling was originally introduced by Bates and Granger (1969), and others have since made contributions 
to the method (Granger and Ramanathan, 1984; Elliott and Timmerman, 2004). Empirical work has found forecast 
pooling to outperform individual forecasts (Hendry and Clements, 2002; Hansen, 2008; Timmerman, 2006). Much 
of the work has focused on determining optimal pooling weights and it has become common place to develop 
weights based on the relative performance of the models to be pooled (Stock and Watson, 1999; Banternghansa and 
McCracken, 2011; Hansen, 2008).   
 
As a popular measure of forecast accuracy, weights based on out-of-sample mean-square error (MSE) are often used 
to combine forecasts from competing models. In order to ensure a model’s weight increases with accuracy, inverse-
MSE based weights are typically used (eq. 1).  


(1) 𝑤𝑤𝑖𝑖 =
1


𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖
∑ 1


𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖
𝑀𝑀
𝑖𝑖=1


, 


 
Stock and Watson (2006) demonstrate that combinations of unbiased forecasts, remain unbiased as long as the 
weights are required to sum to one (eq. 2).  
 


(2) 𝑌𝑌𝑡𝑡+ℎ|𝑡𝑡
ℎ = ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑌𝑌𝑖𝑖, 𝑡𝑡+ℎ|𝑡𝑡


ℎ𝑛𝑛
𝑖𝑖=1 ,  ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑛𝑛


𝑖𝑖=1 = 1, 
 
where 𝑤𝑤𝑖𝑖𝑖𝑖 is equal to the weight of the ith forecast in period t. We adopt this constraint for each of our weighting 
schemes by normalizing the individual inverse MSE weights by dividing by the sum of the individual model inverse 
MSE values. 
 
Information criterion represent another potential measure of modeling information loss that can be used to generate 
weights. Although individual criterion use different penalty terms, each seeks to measure the amount of information 
loss from the model. While Burnham and Anderson (2004) note individual information criterion values aren’t 
directly interpretable, they also point out a simple transformation can be interpreted as the weight of evidence in 
favor of the model. Specifically, the exponential of the difference between a model’s information criterion value and 


                                                           
4 We use the generalized least squares version of the augmented Dickey-Fuller test because it has better power than 
the standard Dickey-Fuller approach (Elliott, Rothenberg, Stock, 1996). 
5 39 variables times 12 lag structures results in 468 models. One of the models with 12 lags failed to converge, 
resulting in 467 estimated models.  







the minimum value for all models represents the likelihood of the model relative to the model with the least loss of 
information (eq. 3). 
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where IC is the information criterion in question. Given this interpretation, the information criterion based model 
likelihoods provide an intuitive mechanism for weighting pooled forecasts. In order to ensure the pooled forecasts 
remain unbiased we calculate the smoothed information criterion based weights as:  
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where M is equal to the number of models (Burnham and Anderson, 2004). As with the inverse-MSE based weights, 
the normalization in the denominator insures the resulting weights add to one. This method allows us to calculate 
smoothed information criterion based weights for several common information criterion:  Akaike information 
criterion (AIC), corrected AIC, Bayesion information criterion (BIC), and the Hannan-Quinn information criterion 
(HQIC). 6 Studies have also shown simple rules for combining forecasts, such as equal weighted averages, often 
work as well as more elaborate methods (Stock and Watson, 2006). As a result, we also combine the forecasts using 
a simple average. 
 
Results 


In this section we will discuss our results and whether using forecast averaging improved the accuracy for our fresh 
fruit CPI forecasts. We analyze the accuracy of our forecasts over a 1-month and 6-month forecast horizon. First, we 
are interested in which pooling methods allow us to incorporate the macro variables while generating the most 
accurate forecasts. Therefore, rather than presenting the tables associated with all 467 individual models, table 1 
provides information on the accuracy of each pooling method for both the 1 and 6 month forecast horizons. Finally, 
we are interested in whether pooling the forecasts from a series of bivariate VAR models including the fresh fruit 
CPI and one additional predictor provide a feasible means of improving fresh fruit price forecast accuracy.  
 
However, before we can implement these comparisons it is necessary to determine the appropriate measure of 
forecast error. Mean square error and root mean square error have historically been heavily used to judge forecast 
performance. However, by squaring the individual errors, MSE and RMSE are relatively sensitive to outliers 
(Hyndman and Koehler, 2006). Therefore, MSE and RMSE are best used to compare forecast accuracy when the 
cost of large forecast errors is of particular concern. In contrast, mean absolute error (MAE) penalizes forecast errors 
equally, regardless of size. As a result, we compare each of method using both RMSE and MAE.  
 
Comparing the different pooling methods, the results differ across forecast horizons. When forecasting 1-period 
ahead, the simple (equally weighted) average and inverse MSE based weights perform relatively poorly compared to 
the information criterion – AIC, AICc, BIC, and HQIC – based pooling methods. Taking an equally weighted 
average of the forecasts resulting from each of the pooling methods, appears to do quite well, having the lowest 
RMSE and MAE. However, a different pattern emerges when comparing the forecast accuracy metrics for the 6-
period ahead forecasts. The simple average and MSE based weighting methods provide the most accurate six month 
ahead forecasts. In contrast, the information criterion weights all have higher RMSE and MAE values compared to 
the inverse MSE and simple average pooling schemes.  
Table 1. Comparing the out of Sample Forecast Accuracy of Pooling Methods, Jan. 2011 – Dec. 2014 
 


  Forecast Horizon 
  1-month 6-month 


Pooling 
Method RMSE MAE RMSE MAE 
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Simple 
Average 4.9** 4.03* 6.24 8.13 


MSE 5.2* 4.05 6.04 7.82 


AIC 4.61 4.61 6.92* 8.63* 


AICc 4.62 4.62 6.93* 8.64* 


BIC 4.62 4.62 6.86 8.55* 


HQIC 4.71 4.71 7.08* 8.83* 


Avg. All 
Weights 4.4 4.4 6.41 8.13 


* Statistically significant less accurate than best model at α 
= .10 level. 


** Statistically significantly less accurate than best model 
at α = .05 level. 
  


We also use the Diebold-Mariano (DM) test to compare whether the observed differences in out-of-sample forecast 
accuracy are statistically different (Diebold and Mariano, 1995). The DM test supports the conclusion using a simple 
average or MSE based weights result in less accurate 1-period forecasts than taking an average of the forecasts 
produced by each method (table 1). However, the information criterion based weights do not perform statistically 
significantly worse.  
 
The results differ for the six period ahead forecasts. The results of the DM test confirm the information criterion 
based pooled forecast are generally statistically significantly less accurate than those pooled using inverse MSE 
weights. In contrast to the one period ahead forecasts, taking a simple average of the six period ahead bivariate VAR 
forecasts performs relatively well, as it is not possible to reject the null of that simple averaging methods perform as 
well as inverse MSE pooling. Consistent with the existing literature, this suggests that the use of simple techniques 
to pool the information from many predictors may outperform more complex methods for some forecast horizons. 
Additionally, taking a simple average of the forecasts from each of the pooling methods results in relatively accurate 
6-month ahead forecasts; it is also not possible to reject of equal forecasting performance relative to the top 
performing pooled forecasts using MSE based weights. 
 
It is also of interest to test whether pooling information from many predictors – including the variables currently 
used by ERS and additional macroeconomic time series – improves the accuracy of fresh fruit CPI forecasts relative 
to the ECM and ARDL models currently used by ERS. Each of the pooled bivariate VAR forecasts are have lower 
RMSE and MAE than the current ECM and ARDL models used by ERS for both the 1- and 6- period ahead forecast 
horizons (table 2). Each bivariate VAR pooling method also has a lower RMSE and MAE than a simple average of 
the four current ERS models.   
 
Table 2. Comparing the out of Sample Forecast Accuracy to Current Methods, Jan. 2012 – Dec. 2014 
 


  Forecast Horizon 


  1-month 6-month 


Pooling 
Method RMSE MAE RMSE MAE 


Simple 
Average 5.03 4.15 8.58 6.62 


MSE 5.39 4.22 8.24 6.41 
AIC 4.54 3.78 9.03 7.32 


AICc 4.55 3.78 9.05 7.34 







BIC 4.77 3.98 8.96 7.23 


HQIC 4.75 3.94 9.27 7.5 


Avg. All 
Weights 4.52 3.81 8.58 6.88 


     Current 
Models:     
Threshold 
ECM 6.32*** 5.09*** 12.54*** 10.79*** 


Asymmetric 
ECM 6.05** 4.61* 14.08*** 11.84*** 


Symmetric 
ECM 5.87** 4.54* 10.69** 8.44** 


ARDL 5.79** 4.44 11.21*** 9.03*** 


Average 5.84** 4.56* 9.78* 7.72* 


* Statistically significant less accurate than best model at α 
= .10 level. 


** Statistically significantly less accurate than best model 
at α = .05 level. 


*** Statistically significantly less accurate than best model 
at α = .01 level.  


Consistent with our results comparing the bivariate VAR pooling methods over the larger out of sample comparison 
window, table 2 shows the average of the pooling methods outperforms all other models over the 1-month forecast 
horizon. Likewise, the inverse MSE weights do better than all other models over the 6-month forecast horizon. In 
both cases, however, the models using pooled bivariate VAR models provide more accurate forecasts than the ECM 
and ARDL models currently used by ERS. 
 
Results from the DM tests indicate each of the models currently used by ERS is statistically significantly less 
accurate than the best performing pooling method for the given forecast horizon (table 2). This is also true for the 
simple average of the four current ERS models. Furthermore, it is possible to reject the DM tests null hypothesis of 
predictive ability in most cases when comparing each of the individual pooling methods to the current models (see 
appendix tables A4 and A5). While some pooling methods were shown to be more accurate than others (table 1), in 
general they tend to outperform the current ECM and ARDL approach. This strongly suggests it is possible to 
improve the accuracy of fresh fruit CPI forecasts by including information on a large number of relevant 
macroeconomic predictors.  
 
Conclusions 


The model accuracy metrics indicate fresh fruit CPI forecasts pooling information from many predictors tend to 
outperform the ECM and ARDL models currently used by ERS. However, the best method for pooling the 
individual forecasts from the bivariate VAR models varies based on forecast horizon. Taking a simple average of 
each individual method performs best for 1-month ahead forecasts, and information criterion based weights also 
perform well. However, over the longer 6-month forecast horizon, inverse MSE and simple averaging techniques are 
most accurate.  
 
In the future, work can be done to continue analyzing the best way to incorporate information from a broad set of 
macroeconomic variables when forecasting retail food prices. In addition to the methods used in this analysis, Stock 
and Watson (2006) also suggest the use of dynamic factor models when forecasting with many predictors. In future 
research we plan to determine the potential benefits of dynamic factor models relative to the pooling methods used 
here. Thereafter, we plan to apply these methods to other retail food categories forecast by ERS in order to test the 
whether the results are generalizable across food CPI categories. Furthermore, it may be possible to increase 
accuracy by expanding the set of predictors included. For example, incorporating data on weather variables - such as 







measures of drought, heat, and precipitation – are a potential avenue to further improve the accuracy of the pooling 
methods used here.  
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Table A1. List of macro variables used 
Description 
National Financial Conditions Index 
U.S. leading indicator 
Policy uncertainty index 
Recession Probability 
Recession binary variable 
Kansas City Financial Stress Index 
Fresh Fruit PPI 
Grocery store wage 
Diesel PPI 
Inflation (calculated from monthly CPI for all urban consumers) 
CPI for all urban consumers 
Annual inflation (calculated from annual CPI for all urban consumers) 
Yield on AAA corporate bonds 
Yield on BAA corporate bonds 
1 year constant maturity treasury 
2 year constant maturity treasury 
3 year constant maturity treasury 
5 year constant maturity treasury 
10 year constant maturity treasury 
Federal funds rate  
Average sales price for new houses sold in the US.  
Median sales price for new houses sold in the U.S. 
Case-Shiller U.S. housing price index 
Federal Housing Finance Agency all transaction housing price index for US 
Housing Starts. Measured in non-seasonally adjusted annual rates.  
S&P Case-Shiller home price index. 
Disposable personal income per capita  
Personal income per capita 
Gross domestic product (GDP) per capita 
Not seasonally adjusted M1 
Not seasonally adjusted M2. Adds savings deposits including money market deposits, time 
deposits (small denom) and retail money market mutual funds. 
Real, trade-weighted exchange rate 
Industrial production index 
Civilian unemployment rate. Not seasonally adjusted.  
Share of gross domestic product that is personal consumption expenditures. 
Percent of unemployed, who are unemployed 27 weeks or longer.  
Employment to population ratio 
Average duration of unemployment 
4-week moving average of initial unemployment claims. 
 
 
 
 
 
 
 
 
 







Table A2. Pairwise Diebold-Mariano test p-values for 1-month forecast horizon 
 
 


MAE 


 
Simple Avg. MSE AIC AICc BIC HQIC Avg. All 


Simple Avg.   0.481 0.701 0.700 0.729 0.640 0.937 
MSE 0.519   0.659 0.657 0.669 0.608 0.837 
AIC 0.299 0.341   0.354 0.498 0.212 0.798 
AICc 0.300 0.343 0.647   0.502 0.203 0.806 
BIC 0.271 0.331 0.502 0.498   0.373 0.832 
HQIC 0.360 0.392 0.788 0.797 0.627   0.909 
Avg. All 0.063 0.163 0.202 0.194 0.168 0.091   


RMSE 


 
Simple Avg. MSE AIC AICc BIC HQIC Avg. All 


Simple Avg.   0.264 0.757 0.754 0.777 0.688 0.963 
MSE 0.736   0.817 0.814 0.817 0.773 0.931 
AIC 0.243 0.183   0.265 0.486 0.201 0.844 
AICc 0.246 0.186 0.735   0.497 0.196 0.853 
BIC 0.223 0.184 0.514 0.503   0.310 0.860 
HQIC 0.312 0.227 0.799 0.804 0.690   0.925 
Avg. All 0.037 0.069 0.156 0.148 0.140 0.075   
Note: Each cell is the p-value from the pairwise DM test of whether the row method is more accurate than the 
corresponding column. 


 
  







Table A3. Pairwise Diebold-Mariano test p-values for 6-month forecast horizon 
 


MAE 


 
Simple Avg. MSE AIC AICc BIC HQIC Avg. All 


Simple Avg.   0.690 0.080 0.074 0.016 0.033 0.271 


MSE 0.310   0.084 0.081 0.066 0.052 0.219 


AIC 0.921 0.916   0.066 0.557 0.076 0.983 


AICc 0.926 0.919 0.934   0.572 0.078 0.986 


BIC 0.984 0.935 0.443 0.428   0.267 0.971 


HQIC 0.967 0.948 0.925 0.922 0.733   0.999 


Avg. All 0.729 0.781 0.017 0.014 0.029 0.001   


RMSE 


 
Simple Avg. MSE AIC AICc BIC HQIC Avg. All 


Simple Avg.   0.794 0.128 0.118 0.087 0.044 0.472 


MSE 0.206   0.089 0.086 0.101 0.054 0.225 


AIC 0.872 0.911   0.072 0.577 0.067 0.980 


AICc 0.882 0.914 0.928   0.597 0.068 0.984 


BIC 0.913 0.900 0.423 0.404   0.185 0.934 


HQIC 0.956 0.945 0.933 0.932 0.815   0.998 


Avg. All 0.529 0.775 0.020 0.016 0.066 0.002   


Note: Each cell is the p-value from the pairwise DM test of whether the row method is more 
accurate than the corresponding column.  


 
  







Table A4. Pairwise Diebold-Mariano test p-values comparing pooled bivariate forecasts to current ERS 
models for 1-month forecast horizon 
 


MAE 
  Threshold Asymmetric Symmetric ARDL Average 


Simple 
Avg. 


              
0.017  


                   
0.153  


                
0.170  


    
0.231  


       
0.133  


MSE               
0.066  


                   
0.292  


                
0.313  


    
0.359  


       
0.286  


AIC               
0.022  


                   
0.097  


                
0.109  


    
0.139  


       
0.095  


AICc               
0.022  


                   
0.097  


                
0.109  


    
0.139  


       
0.095  


BIC               
0.028  


                   
0.129  


                
0.145  


    
0.188  


       
0.126  


HQIC               
0.032  


                   
0.133  


                
0.150  


    
0.188  


       
0.132  


Avg. All               
0.007  


                   
0.070  


                
0.077  


    
0.100  


       
0.058  


RMSE 
  Threshold Asymmetric Symmetric ARDL Average 


Simple 
Avg. 


              
0.003  


                   
0.060  


                
0.066  


    
0.052  


       
0.048  


MSE               
0.079  


                   
0.247  


                
0.294  


    
0.309  


       
0.289  


AIC               
0.011  


                   
0.057  


                
0.063  


    
0.057  


       
0.056  


AICc               
0.011  


                   
0.057  


                
0.064  


    
0.058  


       
0.057  


BIC               
0.013  


                   
0.071  


                
0.081  


    
0.073  


       
0.072  


HQIC               
0.016  


                   
0.072  


                
0.083  


    
0.077  


       
0.076  


Avg. All               
0.002  


                   
0.038  


                
0.039  


    
0.029  


       
0.029  


Note: Each cell is the p-value from the pairwise DM test of whether the row method is 
more accurate than the corresponding column.  


 
  







Table A5. Pairwise Diebold-Mariano test p-values comparing pooled bivariate forecasts to current ERS 
models for 6-month forecast horizon 
 


MAE 
  Threshold Asymmetric Symmetric ARDL Average 


Simple 
Avg. 


              
0.004  


                   
0.000  


                
0.010  


    
0.001  


           
0.039  


MSE               
0.002  


                   
0.000  


                
0.015  


    
0.002  


           
0.051  


AIC               
0.009  


                   
0.001  


                
0.130  


    
0.019  


           
0.314  


AICc               
0.009  


                   
0.001  


                
0.133  


    
0.019  


           
0.321  


BIC               
0.010  


                   
0.000  


                
0.091  


    
0.015  


           
0.260  


HQIC               
0.014  


                   
0.001  


                
0.164  


    
0.026  


           
0.392  


Avg. All               
0.004  


                   
0.000  


                
0.038  


    
0.002  


           
0.116  


RMSE 
  Threshold Asymmetric Symmetric ARDL Average 


Simple 
Avg. 


              
0.002  


                   
0.001  


                
0.018  


    
0.004  


           
0.053  


MSE               
0.001  


                   
0.001  


                
0.023  


    
0.007  


           
0.060  


AIC               
0.005  


                   
0.002  


                
0.072  


    
0.018  


           
0.203  


AICc               
0.005  


                   
0.002  


                
0.074  


    
0.018  


           
0.209  


BIC               
0.007  


                   
0.001  


                
0.048  


    
0.014  


           
0.162  


HQIC               
0.009  


                   
0.002  


                
0.096  


    
0.023  


           
0.278  


Avg. All               
0.002  


                   
0.001  


                
0.028  


    
0.006  


           
0.081  


Note: Each cell is the p-value from the pairwise DM test of whether the row method is 
more accurate than the corresponding column.  
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OPTIMAL POINT FORECAST FOR 
CERTAIN BANK DEPOSIT SERIES 


 
Argyn Kuketayev* 


 


Abstract 
It is customary to use either the mean or the median as a point forecast in applied 
work, by default. These point forecasts are optimal for squared and absolute error cost 
functions. However, for these functions the optimal forecasts are not well defined 
when the data generation process (DGP) is a geometric random walk with “fat tailed” 
error distribution. I demonstrate that some bank deposit time series may have this kind 
of DGP; propose an asymmetric homogenous loss function, show that it is more 
suitable for certain applications and that it has a well-defined optimal forecast. 
 
Keyword:  
JEL Classification: C53, C58 
 
 
 


I. Introduction 
In financial and economic time series two features are often encountered: unstable 
variance and “fat tails”. The former is frequently observed in series of asset prices, 
which usually have larger variance for larger values. The latter is a staple 
characteristic of the distribution of growth rates, or asset returns: they exhibit relatively 
high occurrence of extreme deviations from the mean. 
The unstable variance is usually handled by applying the log-transformation to the 
original series: 


𝑦𝑡 = 𝑙𝑛(𝑥𝑡), 
where 𝑥𝑡 – original series, and 𝑦𝑡 – log-transformed series. We can model the new 
series, and estimate its probability distribution’s parameters by usual methods such as 
maximum likelihood estimation. The original series are obtained from the new series 
by reversing the logarithm transformation: 


𝑥𝑡 = exp(𝑦𝑡) 
                                                           
*E*TRADE Financial Corp, argyn.kuketayev@etrade.com 
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In order to construct the optimal forecast for time 𝑡 + ℎ at time t, i.e. 𝑓t+h, we have to 
construct the forecast error cost (loss) function and solve the following optimization 
problem: 


Eq.1 
𝑓t+h = argmin


𝑓
E𝑥[𝐶(𝑥𝑡+ℎ, 𝑓)|𝐼𝑡], 


where 𝐼𝑡 – information set at time 𝑡; 𝐶(𝑥, f) – loss function for realized value 𝑥 and 
forecast 𝑓; E𝑥[. |𝐼𝑡] – conditional expectation with estimated probability distribution of 
𝑥𝑡+ℎ, refer to Granger (1999) for the details. Sloving the equation we find the point 
forecast that minimizes the expected forecast error given the DGP for 𝑥𝑡. 
In practice the most popular loss functions are the absolute and quadratic loss, see 
Granger and Newbold (1976, p.198): 


𝐶𝑎(𝑒) = |𝑒| 
𝐶2(𝑒) = 𝑒2, 


where, 𝑒 = 𝑥 − 𝑓 is a forecast error. The former is often referred to as mean absolute 
error (MAE) and the latter – mean squared error (MSE). We observe that practitioners 
often “default” to one of these loss functions because it is usually nearly impossible to 
construct true loss functions in practice. Practitioners also use MAE and MSE as 
meatrics of goodness-of-fit and back testing performance of forecasting models. 
When using these loss functions the optimal point forecasts are a median and a mean 
of 𝑥𝑡+ℎ, correspondingly, for many DGPs. However, in this paper we show that these 
loss functions may not yield optimal forecasts when the probability distribution of the 
log-transformed series has “fat tails”. Moreover, we argue that these “default” cost 
functions are inappropriate in application to forecasting bank’s own deposits for 
liquidity risk management purposes. We attempt to characterize typical costs of 
deposit forecasting errors for an American commercial bank, and then propose a 
sensible loss function, that produces the reasonable optimal predictor, which happens 
to be a median of the forecast distribution of 𝑥𝑡+ℎ process. 
The argument presented in this paper is not purely theoretical in nature. In the 
empirical section we use publically available series of sweep deposits of an American 
commercial bank; and demonstrate that geometric random walk process with a drift 
and “fat tailed” errors fits the data reasonably well. In this case we argue that using the 
mean of the forecast process 𝑥𝑡+ℎ is questionable, and it is safer to use the median 
instead when constructing the forecast error cost function is not feasible. 


II. Optimal point forecast may not exist when errors 
in DGP are not Gaussian 


In this section we briefly overview how an optimal point forecast is obtained using 
MAE and MSE losses when errors of DGP are Gaussian; and then argue that these 
loss functions fail to yield the optimal forecasts when the errors of the process have 
“fat tails”. 
When the probability distribution of 𝑦𝑡+ℎ is the standard normal distribution, i.e. 
𝒩(0,1), then 𝑥𝑡+ℎ is lognormal; and it is easy to solve the optimization problem for a 
quadratic loss function as follows: 
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𝐸𝑥[𝐶(𝑥𝑡+ℎ, 𝑓)|𝐼𝑡] = 𝐸𝑥[(𝑥𝑡+ℎ − 𝑓 )
2] 


The first order condition: 
(F.O.C.) 𝑑


𝑑𝑓
𝐸𝑥[𝐶(𝑥𝑡+ℎ, 𝑓)|𝐼𝑡] = 0 


𝑑


𝑑𝑓
𝐸𝑥[(𝑥𝑡+ℎ − 𝑓 )


2] = 0 


It yields the following solution: 
2 ⋅ 𝐸𝑥[𝑥𝑡+ℎ − 𝑓] = 0 


𝑓 = 𝐸𝑥[𝑥𝑡+ℎ] = 𝐸𝑦[exp(𝑦𝑡+ℎ)] 


𝐸𝑦[exp(𝑦𝑡+ℎ)] = ∫ ez
1


√2𝜋 
𝑒−


𝑧2


2  𝑑𝑧
∞


−∞


= √𝑒 


The optimal forecast for an absolute loss function is also easy to obtain. The first order 
condition is 


𝑑


𝑑𝑓
𝐸𝑥[|𝑥𝑡+ℎ − 𝑓|] = 0 


It yields the following solution: 
𝐸𝑥[|𝑥𝑡+ℎ − 𝑓|] = 𝐸𝑥[𝑓 − 𝑥𝑡+ℎ|𝑥𝑡+ℎ < 𝑓] + 𝐸𝑥[𝑥𝑡+ℎ − 𝑓|𝑥𝑡+ℎ ≥ 𝑓] 


𝑑


𝑑𝑓
𝐸𝑥[𝑓 − 𝑥𝑡+ℎ] = 𝐸𝑥[1|𝑥𝑡+ℎ < 𝑓] − 𝐸𝑥[1|𝑥𝑡+ℎ ≥ 𝑓] = 0 


𝐸𝑥[1|𝑥𝑡+ℎ < 𝑓] = 𝐸𝑥[1|𝑥𝑡+ℎ ≥ 𝑓] =
1


2
 


𝑓 = 1 
This demonstrates a well-known fact, that the optimal forecasts for quadratic and 
absolute loss functions are the mean and the median of the original series. Since 
𝐸𝑦[𝑦𝑡+ℎ] = 0 we also have the following well-known relationship between these two 
forecasts, see Granger (1969), Granger and Newbold (1976, p.197), and SAS/ETS® 
12.1 User’s Guide (p.252): 


𝐸𝑦[𝑒
𝑦𝑡+ℎ] = 𝑒𝐸𝑦[𝑦𝑡+ℎ]𝑒


1
2 


Note that integrals of the form 𝐸𝑧[exp(𝑧)] contain exponentially growing terms exp(𝑧). 
These integrals converge for the normal distribution because its PDF declines faster – 


specifically, at the rate of 𝑒−
𝑧2


2  – than the exponent exp(𝑧) grows for alrge values of 𝑧. 
This may not be the case for “fat tailed” distributions such as Student t-distribution, 
which declines at the polynomial rate of 𝑧−𝜈. In this case 𝐸𝑧[exp(𝑧)] does not 
converge, and the optimal forecasts are not well-defined for quadratic and absolute 
loss functions. Note, that although for MAE the first order condition still appears to 
produce the optimal predictor as the median even in this case, in fact, since the 
expectation in Eq.1 is not well defined the optimal point forecast does not exist. 


III. Emprical study of bank deposit balances 
In this section we demonstrate that the argument presented in the previous section is 
not a purely theoretical one, and that it is a real concern in the practice of bank deposit 
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forecasting. We show that the sweep deposit balance time series fit the description of 
the DGPs presented earlier which posed a problem for application of most popular 
forecast loss functions to obtain the optimal point forecast.  
We obtained the quarterly time series of total sweep deposit balances of an American 
commercial bank from Securities and Exchanges Commision’s EDGAR service. This 
particular bank is owned by Charles Schwab Corporation (SCHW). The series contain 
45 quartely observations from June 2004 to June 2015. Actually, the first data point is 
in December 2013, but we skipped first two observations to allow for a ramp-up period 
when the sweep deposit product was introduced in 2003.  
Sweep deposits are a special kind of deposits, and as such they are important in 
liquidity risk management of a bank, e.g. this quote is from this firm’s 10-K report as of 
December 2003: “Schwab Bank's current liquidity needs are generally met through 
deposits from banking clients and equity capital. Beginning in 2003, certain Schwab 
brokerage clients can sweep the excess cash held in their accounts into a money 
market deposit account at Schwab Bank.”  
Since being introduced in 2003 this bank’s sweep deposit balances grew from about 
1.6 billon US$ to over 92 billion US$ in the second quarter of 2015 as shown in the 
upper panel of Figure 1. The lower panel shows the log transformed series. 
The series clearly show the presence of unit-root, which can be confirmed by running 
MATLAB adftest function implementing Augmented Dickey-Fuller test (Dickey & 
Fuller, 1979). All data processing has been done in MATLAB 2015b for this paper. We 
estimated a simple random walk with a constant drift model on the log-transformed 
series using MATLAB arima class, which employs maximum likelihood estimation 
(MLE) method, for the following model specification: 


𝑦𝑡 = ln 𝑥𝑡 
yt − 𝑦𝑡−1 = Δ𝑦𝑡 = 𝑐 + 𝜀𝑡 


𝜀𝑡 ∼ 𝒩(0, 𝜎
2) 


, where the 𝑥𝑡 is the original sweep deposit series in billions US dollars, and 𝜎2 – error 
variance. We assumed Gaussian errors, and obtained the parameter estimates 
presented in the Table 1.  
 


Table 1. Parameter estimates of a random walk with a constant drift 
process fit to the sweep deposit series. 


Parameter Value S.E. 
c 0.066707 0.007715 
𝜎2 0.00313 0.000436 


 
Next, we obtained the residuals of the model fit. Their histograms and quantile-
quantile (Q-Q) plots, see NIST/SEMATECH (2013) are shown on the panels on te left 
hand side in Figure 2. Clearly, the Gaussian error assumption does not hold. This can 
be confirmed by running Jarque-Bera test for normality using MATLAB jbtest 
function, see Jarque & Bera (1987). The Q-Q plot hints to the “fat tailed” distribution of 
errors. 
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Figure 1. Schwab Bank's sweep deposit balances obtained from SEC EDGAR service. The top 
panel shows the total amount , 𝑥𝑡, in billions US dollars. The lower panel is the log-transformed 
series, 𝑦𝑡 = ln 𝑥𝑡 
 
There are many “fat tailed” distributions used in practice. We chose to estimate the 
same model with a generalized Student t distribution scaled for a given variance 
because it was available in MATLAB arima class as “tLocationScale” option, see 
Abramowitz & Stegun (1964, §26.7), Ahsanullah et al. (2014). The degrees of freedom 
parameter was estimated to be 𝜈 = 2.1, which yields infinite excess kurtosis. The 
historgram and the Q-Q plot of the residuals are shown in Figure 2 on panels on the 
right hand side. The Student t distribution fits considerably better than Gaussian 
distribution to the residuals series. 
In practice, the sweep deposit series could be fit to models with exogenous variables, 
e.g. integrated models like ARIMAX, see Box & Tiao (1975). When using exogenous 
variables the best model specifications had the same two features that we study in 
this paper: integrated process for log-transformed series 𝑦𝑡 = ln 𝑥𝑡 of sweep deposit 
balances and “fat tailed” error distributions. Hence, the argument we make would still 
be applicable. Finally, we used this particular series because it is publicably available; 
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otherwise we observed similar features in larger samples and at higher sampling 
frequencies of other bank deposit balance series not available publically. 
 


 
Figure 2. Histograms and Q-Q plots of the residuals. Upper panels are historgrams of residual 
obtained by fitting a random walk with a constant drift model to the sweep deposit series. The 
left panel is assuming Gaussian errors, while the right panel is Student t distribution. The lower 
panels are Q-Q plots of these residuals for corresponding distributions. Gaussian distribution 
assumption does not hold.  
 


IV. Asymmetric location-dependent homogenous 
loss function 


In Section II we discussed two most popular forecast cost functions: MSE and MAE. 
We believe that they are used most often by practitioners because it is very difficult if 
not impossible to construct the sensible cost functions in every application. However, 
we believe that in application to bank deposit forecasting an attempt must be made to 
at least express the main features of these costs. The reason is that bank deposits are 
the major source of funding of a commercial bank. Note that one of the functions of 
the commercial banking is maturity transformation, i.e. banks fund long-term lending 
assets with relatively shorter term deposits. Particularly sweep deposits are 
nonmaturity deposits, i.e. a depositor may choose to withdraw money at any time. If a 
large portion of depositors choose to do so, a bank may easily run into liquidity issues. 
Therefore, cost of forecasting errors in deposit forecasting could potentially be 
devastating. That is why capturing the features of this cost function could be important 
in obtaining the optimal point forecasts. In this section we shall try to outline the 
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features of a sensible cost function in this applicataion, and propose one that appears 
to capture them qualitatively. 
First, consider this: both MSE and MAE functions imply that when the forecast error is 
|𝑒| = |𝑥 − 𝑓| = 𝑓, the consumer of our forecast sustains the same loss whether 𝑥 = 0 
(100% over prediction) or 𝑥 = 2𝑓 (100% under prediction). If we were forecasting the 
deposit balance, a bank would incur the same costs whether the bank lost all deposits 
or the balance doubled in value. This is clearly not the case, since a loss of all 
deposits would shut down most commercial banks immediately, while a massive 
inflow of cash deposits would lead to some opportunity costs but would be a “good 
problem to have” nevertheless. Hence, it appears that a sensible cost function must 
be “very” asymmetric to large forecast errors. 
On the other hand it must be nearly symmetrical to relatively small forecast errors for 
the following reason. A bank will have certain target cash balance in the form of the 
reserves at the Federal Reserve Bank, the vault cash at its own premises, highly liquid 
cash-like instruments etc. In case of “small” under prediction, an actual balance 𝑥 is 
greater than a forecast 𝑓, and the cost of error 𝑒 = 𝑥 − 𝑓 is an opportunity cost of 
holding cash instead of investing in an interest earning asses. For example a bank 
could earn a small interest by using a reverse repurchase agreement (repo) 
instrument. The reverse repo transcation is buying a security from a counter party, 
and then selling it back at a higher price in future. The interest earned on reverse repo 
transaction is about 20 bps in current market conditions. Conversely, a small over 
prediction 𝑒 = 𝑥 − 𝑓 < 0 prompt a bank to enter into a repo transaction to borrow cash 
to cover higher than expected deposit withdrawals. In either case a cost of forecast 
error would be comparable and relatively small. 
Finally, the appropriate cost function must be convex for over prediction and concave 
for under prediction. First, the marginal opportunity cost of under prediction must be 
diminishing with the error size because, for instance, capital regulations and risk 
appetite would limit the leverage of a bank. Hence, a bank will not be able to infinitely 
grow its assets even if it had a large deposit inflow. It may push the deposits off-the 
balance sheet once the balance is too large to maintain required capital ratios. An 
interest on off-balance sheet deposits is much lower than investing them in assets. 
On the other hand, the marginal cost of under prediction quickly rises with the size of 
the forecast error, e.g. see the stylized costs of funding sources of a US commercial 
bank in Table 2. A bank would use its reserve cash to cover the withdrawals, but it will 
have to borrow money from other sources when it runs out of the reserve cash. Each 
source will have a certain limit, e.g. a bank can not borrow unlimited amounts from 
Federal Home Loan Banl (FHLB) or at Fed discount window. Hence, a bank will have 
to reach to progressively more costly funding sources, and ultimately may fail in the 
event of a bank run.  
We realize that constructing an accurate forecast error function is nearly impossible, 
but we think that it is worth trying to come up with a function that at least captures the 
above three features of a sensible cost function for bank’s own deposit forecasting: 
nearly symmetrical in small costs, convex for large over prediction and concave for 
large under prediction. Here, we propose a loss function that has these properties, 
and is also homogenous and location-dependent: 
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𝐶𝐿(𝑥, 𝑓) = |ln (
𝑥


𝑓
)| = |ln (1 +


𝑒


𝑓
)|, 


where  𝑥 – realized value, 𝑓 – a forecast, and 𝑒 – forecast error. This cost function has 
a requisite property 𝐶𝐿(𝑥, 𝑥) = 0, see Granger (1999, p.165). The graph of the function 
is shown on Figure 3. 
 
Table 2. Stylized funding ladder of a US commercial bank  


Funding source Cost 
Repo 20 bps 
FHLB 29 bps 
Fed discount window 75 bps 
Lines of credit from 3.25% 
Asset fire sales from 3% to 60% 
Shutdown, bankruptcy ∞ 
 
 
 


  
Figure 3 Loss function CL(. . ) as a function of a relative error  e


x
 


 
As shown on Figure 4 when forecast errors are small it behaves like a well-known 
mean absolute percentage error (MAPE), see Armstrong (1992, Appendix): 


|
𝑒


𝑥
| ≪ 1 ⇒  𝐶𝐿(𝑥, 𝑓) ∼ |


𝑒


𝑥
| 


 







 9 


 
Figure 4 Loss function CL(. . ) as a function of a small relative error e


x
 


 
The proposed cost function is homogenous, such that it is stable to the changes in the 
units of measure, e.g. dollars to cents, see Granger (1999, p.165). 
Asymmetric loss functions were studied in academic literature, e.g. Christoffersen & 
Diebold (1997) discuss “linex” and “lin-lin” functions. However, we are not aware of 
cost functions constructed specifically to capture the essential features that we 
discussed in this section. For instance, the linex loss function is defined as: 


𝐶𝐿(𝛿) = 𝑏(𝑒
𝑎𝛿 − 𝑎𝛿 − 1) 


This function is always convex as shown on Fig. 5, which implies that the marginal 
cost of under prediction is accelerating with increase in forecast error. However, we 
have shown earlier in this section that it is the case. 
 


 
Figure 5. Linex loss function with parameteres 𝑎 = 𝑏 = 1 is convex 
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V. Optimal point forecast with new loss function 
The loss function 𝐶𝐿(𝑥, 𝑓) “kills” exponential terms of the form 𝐸𝑧[exp(𝑧)] in the main 
integral 𝐸𝑥[𝐶(𝑥𝑡+ℎ, 𝑓)|𝐼𝑡] of the Eq.1, so the optimal forecast can easily be obtained as 
usual since the expectations are well defined. First, the main expectation’s integral 
becomes: 


𝐸[𝐶(𝑥𝑡+ℎ, 𝑓)|𝐼𝑡] = 𝐸 |ln (
𝑓


𝑥
)| = 𝐸𝑥 [ln (


𝑓


𝑥
) |𝑥 ≤ 𝑓] + 𝐸𝑥 [ln (


𝑥


𝑓
) |𝑥 ≥ 𝑓] 


Hence, the first order condition follows: 
F.O.C. 


 
𝑑


𝑑𝑓
𝐸 [ln (


𝑓


𝑥
) |𝑥 ≤ 𝑓] = ln (


𝑓


𝑓
) + 𝐸𝑥 [


1


f
|𝑥 ≤ 𝑓]


𝑑


𝑑𝑓
𝐸 [ln (


𝑥


𝑓
) |𝑥 ≥ 𝑓] = − ln (


𝑓


𝑓
) − 𝐸𝑥 [


1


f
|𝑥 ≥ 𝑓]


}
 
 


 
 


⇒ 


 
𝑑


𝑑𝑓
𝐸𝑥[𝐶(𝑦𝑡+ℎ, 𝑓)|𝐼𝑡] =


𝐸[𝑦 < 𝑓] − 𝐸[𝑦 ≥  𝑓]


𝑓
= 0 


 


𝐸[𝑦 ≤ 𝑓] = 𝐸[𝑦 ≥  𝑓] =
1


2
 


It is clear now that the optimal forecast 𝑓𝑡+ℎ is the median of the original series 𝑥𝑡+ℎ, 
which is not surprising since this loss function is MAPE for small forecast errors. 


VI. Conclusion 
We argue that in application to bank’s own deposit forecasting two most popular loss 
functions are inappropriate, because they do not have features that we think are 
essential for a sensible cost function: convexity for under prediction and concavity for 
over prediction errors. Additionally, we argue that in certain bank deposit series the 
error distributions of DGPs may have “fat tails”, so the “default” costs functions cannot 
be used to construct the optimal forecast for technical reasons when log-
transformation is applied to the original series. We use an American bank’s sweep 
deposit balance series spanning a period from 2003 to 2015 to demonstrate this 
argument empirically. 
We propose a particular homogenous asymmetric loss function 𝐶𝐿(𝑥, 𝑓) that was 
specifically constructed to capture essential features required in application to deposit 
forecasting, e.g. it penalizes under prediction heavier than it does so for over 
prediction. We obtained the optimal forecast using this loss function, and it happens to 
be the median of the original series. This result is not all that surprising, given that this 
loss function behaves as a well-known MAPE loss for small forecast errors. 
Our study provides the justification to the usage of the median predictors as point 
forecasts for log-transformed series in practice of bank deposit forecasting, even when 
the errors have “fat tails” and there are technical difficulties in obtaining the optimal 
forecasts when using the usual loss functions.  
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