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Foreword 

The 20th Federal Forecasters Conference (FFC2014) was held April 24, 2014 in Washington, DC. This 
meeting continues a series of conferences that began in 1988 and have brought wide recognition to the 
importance of forecasting as a major statistical activity within the Federal Government and among its 
partner organizations. Over the years, these conferences have provided a forum for practitioners and 
others interested in the field to organize, meet, and share information on forecasting data and methods, 
the quality and performance of forecasts, and major issues impacting Federal forecasts. 

The theme of FFC2014, “The Roles of Government Forecasts,” was addressed from a variety of 
perspectives by a distinguished panel. 

 Stephen Goss, Chief Actuary, Social Security Administration, discussed the fact that Social
Security provides monthly benefits to 60 million retired and disabled workers, their families, and
their survivors. The number of citizens receiving benefits is projected to grow in the future. The
Social Security Administration’s projections provide a tool for those seeking to address how the
nation might balance this growth with the national ability and willingness to pay benefits.

 Mary Bohman, Administrator, Economic Research Service, U.S. Department of Agriculture
(USDA), discussed forecasts of key indicators for the food and agriculture sector. These estimates
support an array of other forecasts including exports, farm income, and food prices. All together,
these forecasts represent a system of information that can be used by decision makers.

 Neil Ericsson, Senior Economist, Federal Reserve Board, and Research Professor, The George
Washington University, discussed the evolving roles of forecasting in the conduct of monetary
policy, focusing on the U.S. experience. Forecasts can advise policymakers of possible outcomes
under a range of alternative economic scenarios. They also can serve to communicate the central
bank’s views of the economy’s future and of possible future monetary policy.

The morning panel offered perspectives on how to be intelligent consumers of Federal forecasts. The 
concurrent afternoon sessions educated attendees on how to adapt forecasting techniques to particular 
challenges in both Federal and other settings. 
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2012 Best Conference Paper Awards 
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Herman Stekler 
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The 20th 
Federal Forecasters Conference 

FFC2014 

Scenes from the Conference 
Photos by  

Christine Klucsarits 
U.S. Census Bureau 

U.S. Department of Commerce 

Left to Right: Maggie Woodward, and Jeffrey Busse. 

Jeffrey Busse is presenting the certificate to the Winner of the Best Paper Competition, chosen 
from among the papers presented at the 19th Federal Forecasters Consortium Conference. 
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Left to Right: Kevin Scott, James Woods, John Golmant, and Jeffrey Busse.  

Jeffrey Busse is presenting the Second Place award to the three co-authors of the Best Paper 
Competition, chosen from among the papers presented at the 19th Federal Forecasters 
Consortium Conference. 

Left to Right: Brian Sloboda, and Tom Garin. 

Brian Sloboda is presenting the Third Place certificate to Tom Garin, of the U. S. Department 
of Veterans Affairs, in the 2014 Forecasting Contest. 
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Herman Stekler announcing the Best Paper Winners of those papers presented at the 19th 
Federal Forecasters Consortium conference. 

Jennifer Ortman introducing and welcoming the morning panelists to the podium. 
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Erica Groshen, Commissioner, Bureau of Labor Statistics, U.S. Department of Labor, with 
opening remarks and welcoming the attendees to the 20th Federal Forecasters Conference 

Neil Ericsson, morning panelist, presenting his paper, "Forecasting and Monetary Policy 
Analysis." 

2014 Federal Forecasters Conference 13 Papers and Proceedings



Panel Discussion 

The Roles of Government Forecasts 

Government forecasts are critical to assessing the future needs of the nation. These forecasts are used 
by those in the public and private sectors for planning and decision-making in a variety of areas: 
agriculture, energy, the environment, demographics, geological hazards, healthcare, job trends, social 
security, veteran’s issues, and more. For example, policy makers use forecasts to create laws, direct 
resources and establish budgets. Individuals use forecasts of salary and employment trends to decide 
whether to buy a home. Government agencies are also consumers, using forecasts of weather and 
commodity supply and demand to project crop yield and prices. Labor force projections are also based 
on government produced projections of the population. 

At this 20th annual Federal Forecasters Conference, presenters from a variety of agencies will share 
their experience in developing and using forecasts. Add you voice to the conversation!  Please join our 
discussion of the unique role played by Federal forecasts, and how forecasts are used by the 
government, private industry, and the public. 

Moderator 

Jennifer Ortman 
U.S. Census Bureau 

U.S. Department of Commerce 

Panelists 

Stephen Goss 
Chief Actuary 

Social Security Administration 

Mary Bohman 
Administrator 

Economic Research Service 
U.S. Department of Agriculture 

Neil Ericsson 
Senior Economist, Federal Reserve Board 

Research Professor, The George Washington University 
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Stephen Goss 
Chief Actuary 

Social Security Administration 

Social Security Projections and Financial Challenges for the Future 

Social Security provides monthly benefits to 60 million retired and disabled workers, their families, and 
their survivors. Over the past 20 years, disability costs have grown rapidly, and retirement costs will 
grow in the next 20 years. These growing costs are primarily caused by demographic factors, which are 
not generally well-understood. Congressional action to meet the coming financial challenges will be 
guided by projections of future benefit and revenue levels and the nation’s ability and willingness to 
pay for the benefits we want. 

Mary Bohman 
Administrator 

Economic Research Service 
U.S. Department of Agriculture 

USDA Agricultural Sector Forecasts: A System of Information 

The Economic Research Service (ERS) of the U.S. Department of Agriculture (USDA) provides 
forecasts of key indicators for the food and agriculture sector. ERS participates in USDA’s Interagency 
Commodity Estimates Committee (ICEC) that releases monthly forecasts of U.S. and world commodity 
markets. These estimates support an array of other forecasts including exports, farm income, and food 
prices. ERS also leads development of USDA’s 10-year baseline projection of agricultural markets. The 
different forecasts support USDA programs, inform private sector decisions, and serve as the basis for 
ERS research. Key challenges include access to data, developing models of rapidly changing markets, 
and incorporating expert judgment.  
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Neil Ericsson 
Senior Economist, Division of International Finance 

Federal Reserve Board 
Research Professor, The George Washington University 

 

 

Forecasting and Monetary Policy Analysis 

 

This presentation reviews and assesses the evolving roles of forecasting in the conduct of monetary 
policy, focusing on the U.S. experience. Forecasts can advise policymakers of possible outcomes under 
a range of alternative economic scenarios. They also can serve to communicate the central bank’s views 
of the economy’s future and of possible future monetary policy (“forward guidance”). If forecast errors 
are systematic, the corresponding forecasts may be amenable to improvement and robustification. This 
presentation illustrates the uses of and analysis of forecasts with the Fed’s historical Greenbook 
forecasts of U.S. economic growth, inflation, and unemployment. 
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Concurrent Sessions I 

Hands on Demonstration of the U.S. Census Bureau’s Subnational Projections Toolkit 

Session Presenter: Peter Johnson, U.S. Census Bureau 

Population projections provide a foundation for a wide range of program planning and evaluation tasks at 
national, regional, and local government authority levels. The Census Bureau’s Subnational Projections Toolkit 
provides a number of tools for preparing cohort-component projections, several tools for non-cohort-component 
projection, and a User’s Guide explaining the tools. It differs from earlier presentations of subnational and local 
projection methods in two ways. First, the Toolkit comprises both methodological description and software tools. 
Second, the Toolkit explicitly links cohort-component and non-cohort-component tools as parts of a coordinated 
approach to subnational projection. This workshop will provide a demonstration of these software tools and the 
ways in which they work with the Census Bureau’s Rural-Urban Projections (RUP) and RUPAGG projection 
software. This presentation focuses on description of six of the Excel workbooks included in the Toolkit, 
including tools for non-cohort-component projection, tools for making assumptions for cohort-component 
projection, and tools for integrating cohort-component projections. 
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Imperfect Information and Expectations Formation 

Session Chair: Xuguang (Simon) Sheng, Department of Economics, American University 
 
 
What Have We Learned From The Greenbook Forecasts? A Synthesis and Extension  
Tara Sinclair, Herman Stekler and Jeff Messina, Department of Economics, George Washington University 
 
This paper has two objectives. The first is to synthesize the results of the numerous previous evaluations of the 
Fed’s Greenbook forecasts. From this synthesis we are able to derive a set of stylized facts that characterize the 
qualities of the best US macroeconomic forecasts. Second, we examine the revisions of the forecasts of fixed 
events to determine how new information is incorporated in the forecasting process. These results appear 
surprising because in some instances the revisions were in the wrong direction and increased the forecast errors. 
 
 
Information Rigidity in Macroeconomic Forecasts: An International Empirical Investigation  
Xuguang (Simon) Sheng and Jonathan Wallen, Department of Economics, American University 
 
Using the Consensus Forecasts at the micro level, we investigate information rigidities in professional forecasts of 
inflation and GDP across the G7 countries. By developing a new measure of information rigidity, we find that 
professional forecasters update their information sets every three to four months. From this new measure, we 
identify a set of stylized facts:  information rigidities vary across forecasting horizons, individuals, countries, and 
time. To explain the state dependency in information rigidity, we explore potential determinants: uncertainty and 
economic policy. We find that professional forecasters are less inattentive in periods with high economic 
uncertainty and market volatility. Furthermore, policy makers may decrease information rigidity through better 
communication of economic policy. 
 
 
Inflation Experience and Inflation Expectations:  Dispersion and Disagreement Within Demographic 
Groups  
Benjamin Johannsen, Federal Reserve Board  
 
I document that households with low levels of income (education) have greater dispersion in experienced inflation 
than households with high levels of income (education). I show that the same demographic groups with high 
levels of dispersion in experienced inflation also disagree more about future inflation. I argue that these empirical 
regularities can be rationalized from the perspective of an imperfect information model in which different groups 
receive signals about aggregate inflation with different amounts of within-group noise. 
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Forecasting for Internal Use: Enhancing Government Efficiency 

Session Chair: Dilpreet Singh, Veterans Health Administration, U.S. Department of Veterans Affairs 

Forecasting U.S. Disability Applications  
Kajal Lahiri and Yimeng Yin, University at Albany: SUNY 

This paper compares various models for short-term forecasts of US disability applications at national and state 
levels using SSA Monthly Workload Data from 2000:10 to 2013:1. The results of the out-of-sample analysis 
suggests that 1) direct time series forecasts of the national level series outperform forecasts from aggregating state 
level forecasts; 2) imposing homogeneity restrictions on model parameters across states reduces forecast errors for 
the state-level forecasts; 3) using local unemployment rates as leading indicators improves both the national level 
and state level forecasts; and 4) explicit modeling of cross-state dependence through spatial models fails to 
produce more accurate forecasts. 

IRS Individual Electronic Remittance Strategy – Conversion of Paper Payments to Electronic 
Ashley Kent and Leann Weyl, Internal Revenue Service 

In 2005, Treasury set a goal of 80% electronic payments for all government agencies. The IRS has made progress 
towards that goal but has not yet reached it. Payments from individual taxpayers to the IRS are still largely paper 
check payments, with only 26% electronic in 2013. The Government’s objective is to minimize the total cost of 
collecting funds for deposit to Treasury. The IRS developed an Enterprise Remittance Strategy designed to help 
prioritize initiatives and implement programs to migrate individual paper payments to electronic transactions. 
Although there are many initiatives that have been put into action to convert paper payments to electronic, the 
focus of this analysis is the IRS Direct Pay option. IRS Direct Pay was launched in November 2013 and piloted 
through the first quarter of 2014 with marketing to a select group of tax payers. The IRS plans to start broadly 
marketing it beginning April 18th, 2014 to all tax payers through the IRS.gov website. We will present baseline 
projections of the total individual payments at the US level by filing medium and will quantify the impact of 
Direct Pay on the total individual electronic payments made to the IRS. 

The Challenge in Forecasting Federal Employee Retirements  
Taylor Lewis, Karl Hess, Stanislas Ezoua, and Mircea Marcu, U.S. Office of Personnel Management 

In recent years, the portion of the Federal workforce eligible for full retirement benefits has risen appreciably, 
prompting some to predict an upcoming torrent of retirements. If true, this would pose significant human resource 
challenges with respect to succession planning and retirement claims processing. In this talk, we provide a brief 
synopsis of recent attempts to assess this risk by predicting civilian Federal workforce retirements using personnel 
data maintained by the U.S. Office of Personnel Management, data from the Federal Employee Viewpoint Survey, 
and macroeconomic indicators. 
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Forecasting U.S. Disability Applications 


Kajal Lahiri       Yimeng Yin  


University at Albany, SUNY


Abstract This paper compares various models for 
short-term forecasts of US disability applications at 
national and state levels using SSA Monthly 
Workload Data from 2000:10 to 2013:1.The results of 
the out-of-sample analysis suggests that 1) direct time 
series forecasts of the national level series outperform 
forecasts from aggregating state level forecasts; 2) 
imposing homogeneity restrictions on model 
parameters across states reduces forecast errors for the 
state-level forecasts; 3) using local unemployment 
rates as leading indicators improves both the national 
level and state level forecasts; and 4) explicit 
modeling of cross-state dependence through spatial 
models fails to produce more accurate forecasts. 


1  Introduction 


Applications for the two types of public disability 
benefits (disability hereafter), namely the Social 
Security Disability Insurance (SSDI) and the 
Supplemental Security Income (SSI) have been 
increasing rapidly over the past two decades and even 
skyrocketing since the Great Recession(Duggan and 
Imberman (2009); Coe and Rutledge (2013)). The 
driving forces underlying the growth of disability 
applications and its long-run relationship with 
macroeconomic conditions have been extensively 
investigated(e.g. Rupp and Stapleton, 1995; Black 
et al., 2002; Autor and Duggan, 2003; Duggan and 
Imberman, 2009). Yet few effort has been put into 
examining the short-run fluctuation of disability 
application and further establishing a real-time 
short-run forecasting system for it, which may help 
improve SSA’s administrative process and working 
load management of these programs. In this paper, we 
attempt to meet this gap by exploring the best way to 
construct such a forecasting model for disability 
application volume at both national level and state 
level. The state level forecasts may be of particular 
interest since the disability application cases are 
processed by state agencies, the Disability 
Determination Services(DDS), who may care about 
the monthly fluctuation of disability applications for 
the reason of manpower management. The forecasts 
will be based on the monthly data of state level 
disability applications during 2000:10-2013:1 from 
Social Security Administration State Agency Monthly 
Workload Data (SSA-SA-MOWL, MOWL hereafter), 
a dataset that has been seldom used for research 
purpose to our best knowledge.  


Four empirical questions will be investigated 
arising from the practice of forecasting disability 
applications with MOWL data. The first one is 
whether to "forecast aggregate or aggregate forecasts", 
that is, when the goal is to forecast the total volume of 
application at national level, is it better to directly 
forecast the national aggregate series or aggregating 
the state-specific forecasts?  Theoretically, using 
disaggregated data to forecast the aggregate can 
contribute to increasing forecast accuracy by 
employing a enlarged information set containing 
heterogeneous features of individual series. However, 
it is argued by Lütkepohl (1984a); Lütkepohl (1984b) 
that the superiority of “aggregating forecasts” over 
“forecasting aggregates” in terms of RMSE holds only 
when the individual series are generated by a known 
vector ARMA process. In practice, the model 
misspecification in individual series may greatly 
worsen the forecast performance of the disaggregated 
approach, making the answer to this question not clear 
cut. The empirical evidence found by Lütkepohl 
(1984a); Lütkepohl (1984b) is that although the 
overall performance of aggregating individual 
forecasts is superior to that of the direct forecast of 
aggregate in forecasting U.S. GDP, the latter approach 
can outperform the former at longer forecast horizons. 
Duarte and Rua (2007) found similar results when 
forecasting the Portuguese CPI. Marcellino et al. 
(2003) also found evidence that the direct forecast of 
aggregate Euro-wide macroeconomic variables is 
outperformed by aggregating country specific 
forecasts. Although evidence in the literature seems to 
support the benefit of the “bottom-up” approach, we 
should still bear in mind that these conclusions may be 
sample-specific.  


Second, we ask the question of "to pool or not to 
pool", that is, are there any gains to forecast accuracy 
from imposing homogeneity restriction on model 
parameters across states?  When all cross-sectional 
units share the same model specification and 
parameter value, the pooling estimate in a panel data 
framework can be more accurate and stable because of 
a larger sample size employed and less model 
parameters to be estimated. Although the poolability 
can be reduced to a test of the null hypothesis H0: θi = 
θ for all cross-sectional units i, the rejection of H0 
does not necessarily mean the pooled model is not 
appropriate when the goal is to minimize the mean 
squared error of forecast. While it would result in 
estimation bias when false pooling restrictions are 
imposed, the variance of the pooled estimator would 
decrease regardless the restrictions are true or false. 







This bias-variance trade-off implies that a pooled 
model can be superior to its unpooled version in terms 
of MSE when bias is outweighed by reduction of 
variance. Empirical studies almost consistently 
suggest that the homogeneous panel data estimators 
yield better out-of-sample forecasts, mainly due to 
their parsimonious specification and stability of 
estimation (see (Garcia-Ferrer et al., 1987), (Maddala 
et al., 1997), (Baltagi and Griffin, 1997), (Baltagi et al., 
2000), (Driver et al., 2004), among others). However, 
Hoogstrate et al. (2000) investigated the large T with 
fixed N asymptotics of the pooled models and showed 
that forecasts based on pooled models will be 
outperformed by unpooled forecasts as long as the 
time dimension gets large enough. This is because as T 
increases the variance of pooled and unpooled 
estimates will converge to constants but the bias due 
to imposing false restrictions rises without bound. The 
time dimension of the MOWL data(T=148) is larger 
than most of the previous studies, therefore it is 
interesting to examine whether the commonly found 
superiority of pooled models over unpooled models 
still holds here.  


Third, we try to investigate whether using leading 
indicators of disability application in addition to the 
simple time series models can yield better forecasts. 
Using leading indicators has been shown to be 
effective in improving forecast accuracy, especially 
around turning points (Stock and Watson, 1989; 
Garcia-Ferrer et al., 1987). Among the long-term 
drivers of the growth in disability applications 
documented in the literature,1 unemployment seems 
to be the most appropriate candidate for the short-term 
leading indicator. There are two mechanisms through 
which unemployment could affect disability 
applications. First, for those working individuals who 
yet suffer disability, the onset of unemployment may 
"trigger" their application for disability benefits. 
Therefore a higher unemployment rate implies a larger 
pool of potential applicants. Second, the displaced 
workers’ decision on whether to apply for disability 
benefits or keep seeking new jobs depends on the 
prospect of reemployment, which would be dim under 
high unemployment rate. 2 These two mechanisms, 
especially the “triggering effect”, seem also plausible 
in the short run.  


1 The literature focuses on four key factors: 1) changes 
in policies of public disability programs, 2) shifts in 
population structure, 3) changes in the earnings 
replacement rates of the disability benefits, 4) 
macroeconomic conditions. See Autor and Duggan 
(2003), Duggan and Imberman (2009), Rupp and 
Stapleton (1995) for examples. 


2  This point is well illustrated in the dynamic 
programming model described in Autor and Duggan 
(2003), where a high probability of job loss and low 
probability of reemployment would raise the value of 
applying for benefits immediately after unemployment 
and lower the value of remaining in job market. 


The empirical studies on the correlation between 
unemployment and disability applications are mainly 
based on the yearly data. For example, Duggan and 
Imberman (2009) discovered significant relationship 
between disability insurance application rate and 
unemployment rate as well as its one year lag, using 
yearly data from 1984–2003. The usefulness of 
unemployment in short-run forecast of disability 
applications depends on whether this relationship 
exists at monthly frequency as well; that is, whether 
those disabled workers would take prompt action to 
apply disability benefits when unemployed. Although 
there is no practical and institutional barriers to this 
short-run relationship, empirical evidence is absent so 
far. The evaluation of unemployment as a short-run 
(monthly) leading indicator may shed some light on 
this issue and motivate further research. 


Though unemployment is the main leading 
indicator to be examined in this paper, we need to 
admit its limitation that it only has the potential to 
capture the disability application behavior of those 
“marginally” disabled workers, who may only account 
for a proportion of the total applicants. Therefore the 
forecast accuracy could be further improved if one can 
find a more comprehensive leading indicator that can 
capture the application tendency of the broader pool of 
potential applicants. A promising direction in search 
of such a leading indicator is to look at the online 
search queries on key words related to disability 
benefit programs. This line of exploration is made 
feasible by the release of Google Trend, a Google 
service that provides monthly, weekly and even daily 
reports on the volume of key words queries. There has 
been an emerging body of literature on evaluating the 
usefulness of Google key word search in predicting 
real economic activities like sales, initial 
unemployment claims and unemployment rate (Choi 
and Varian, 2009a, 2009b; Askitas and Zimmermann, 
2009; Artola and Galán, 2012). Yet the potential of 
using Google key word search as leading indicator to 
forecast disability application has not been examined. 
This paper will provide a very preliminary analysis. 


Finally, we explore whether there is any 
cross-sectional dependence across states, and if so, 
whether forecast accuracy can be improved by 
explicitly taking into account cross-sectional 
dependence in forecasting models. The cross-sectional 
dependence in regional panel data is prevalent. The 
underlying mechanism of cross-sectional dependence 
can vary from case to case. Possible reasons include, 
but not limited to unobserved common factors, 
spillover effects in dependent variable and in 
disturbances. Without prior knowledge on the origin 
of the correlation across units, the seemingly unrelated 
regression(SUR) framework can be employed to 
incorporate arbitrary forms of contemporaneous 
correlation by allowing for unrestricted variance 
covariance matrix across units. Hoogstrate et al. (2000) 


                                                 







examined the forecast performance of dynamic 
regression models with contemporaneously correlated 
disturbances, and found that it produces lower median 
mean squared forecast error than OLS models that 
assume independence across panel units. As the 
cross-sectional dimension increases, however, the 
so-called “curse of dimensionality” will make it 
difficult, if not infeasible, to estimate the model 
accurately, and the uncertainty in estimation will in 
turn affect forecast accuracy. To overcome this issue 
some structure needs to be imposed on the 
interdependence. In this paper we consider the spatial 
econometric models, which assume the 
contemporaneous correlation is caused by the 
interdependence between neighboring cross-sectional 
units. Giacomini and Granger (2004) argue that 
ignoring spatial correlation even when it is weak leads 
to highly inaccurate forecasts. The last decade has 
seen a growing number of studies trying to evaluate 
the forecast performance of spatial panel data models, 
see Longhi and Nijkamp (2007), Kholodilin et al. 
(2008), Fingleton (2009), Baltagi et al. (2012), 
Mayor-Fernández and Patuelli (2012); 
Mayor-Fernández and Patuelli (2013) for examples. 
We hope this study can contribute to this literature 
with the application of forecasting disability claims.  


The four questions raised above are attacked by 
running a simulated out-of-sample forecast experiment 
with an array of forecast models and comparing their 
forecast accuracy measured by RMSE. The short-run 
forecast horizons of 1, 3, and 6 months are considered. 
Forecast models considered include univariate ARMA 
model, regression model with ARMA error, pooled 
panel data model, SUR model and spatial econometric 
model. The forecasts of national level disability 
application are obtained from the univariate approach 
as well as by aggregating forecasts of individual 
states.  


The results of the experiment demonstrate that the 
direct forecasts of the national level series outperform 
aggregating state level forecasts; imposing 
homogeneity restriction can reduce forecast erorrs for 
the state-level forecasts; using unemployment as 
leading indicator improves the national level forecasts 
and state level forecasts with pooled model; explicit 
modeling of cross-sectional dependence fails to 
produce more accurate forecasts.  


The remainder of this paper is organized as 
follows. Section 2 describes the data set and the 
pretreatment procedures applied to the data. In Section 
3 the details of the simulated out-of-sample forecast 
experiment and forecast models are provided. The 
results of the experiment are presented in section 4. In 
section 5 we conclude and discuss possible extensions. 


2  Data 


The Social Security Administration State Agency 
Monthly Workload Data (SSA-SA-MOWL, MOWL 
hereafter) contains monthly volume of disability 
benefits applications for the two public disability 
programs administered by SSA, namely the Social 
Security Disability Insurance(SSDI) and Supplemental 
Security Income(SSI) 3, received by state agencies 
called Disability Determination Services(DDS). The 
data set records the number of claims for SSDI benefit 
only, SSI benefit only and the simultaneous filing by 
the same person of both SSDI and SSI benefits, which 
is referred to as “concurrent" filing. The sample period 
used in this paper covers a time span of 148 months 
that starts from 2000:10 and ends in 2013:1 for each 
type of claim.  


Since the working loads of processing these 3 
types of applications are similar and preliminary 
examination indicates that the monthly fluctuation of 
them are extremely consistent, we only focus on the 
sum of the three types fo applications in the forecast 
exercise. Moreover, only the 48 continental states are 
used to facilitate the spatial panel data specification 
discussed later. Accordingly, the national total series 
is constructed by summing up disability claims from 
these 48 states, which accounts for 99.3 % of the total 
application volume in 2012. 


The monthly unemployment data are obtained 
from the Bureau of Labor Statistics database, and 
Google key word search volume series are constructed 
using Google Trends. More details about the 2 leading 
indicators will be discussed in section 3. The national 
disability application series is given in Figure 5 along 
with the national unemployment.  


Adjustment for “working month”. Since the 
goal is to model and forecast the application behavior 
of disability benefits, it is necessary to make the 
number of applications comparable across months by 
excluding any variation due to varying length of 
month and calendar effects.  


In MOWL data, SSA counts its work by “working 
month", which may have either 4 or 5 complete weeks 
depending on the number of Fridays falling in the 
corresponding calendar month.4 This length-of-month 
effect can be removed by adjusting the number of 


3 SSDI and SSI programs have identical disability criterion 
for eligibility, which requires severe impairment that 
prevents the applicant from doing his or her previous work 
or any other "substantial gainful activity". SSDI benefits 
are not means tested but require long enough Social 
Security covered working experience, while SSI benefits 
are means tested but do not require any work experience. 


4 See Social Security Administration (2010) 


                                                 







weeks in each working month to 4.35, which is the 
long-run average number.5  


Outlier detection. The built-in outlier detection 
procedure in the seasonal adjustment program 
X13-ARIMA/SEATS, which will be discussed in next 
section, is employed simultaneously to detect the 
additive outliers. The outliers are adjusted by 
subtracting the estimated outlier factor from the 
seasonally adjusted series. What is worth further 
mentioning is the outliers on 2011:9 and 2011:10 in 
the national series, which happen to be the dates when 
the rule of counting days in a “working month” is 
slightly different, according to the SSA documents. 
Therefore it is likely that these outliers are caused by 
data problems related to the change of rule rather than 
unusual fluctuation in the volume of application. 
Accordingly, these two dates are hard coded as 
outliers for all state series no matter whether they are 
detected by the program.  


3  Seasonality in Disability Application and 
Leading Indicators 


Preliminary examination of the data shows that 
seasonality is a prominent feature in the disability 
application series and the two leading indicator series 
under consideration. Before evaluating various 
forecasting models, decisions must be made regarding 
how the seasonality should be treated. In this section, 
the properties of the seasonality in disability 
applications series as well as in leading indicators are 
examined, and we argue that it is appropriate to focus 
on deseasonalized series in forecasting evaluation. 
Moreover, the seasonal patterns are of interest in their 
own rights. The relationship between the seasonal 
patterns in disability applications and in 
unemployment is explored.  


3.1  Preliminary examination of seasonality in 
disability applications and Leading indicators. 


The existence of seasonality in a series can be 
examined by spectral analysis. The estimated spectral 
density of log differenced series of the 3 nationally 
aggregated applications and the two leading indicators 


5 “Long run" here refers to a 28-year cycle by which the 
structure of the day-of-week in a year repeats. There 
are 1461 weeks and 336 calendar months in a 28-year 
cycle, implying the long run average number of weeks 
in a “working month" to be 4.35. Therefore, for 
example, the number of applications in Dec 2000, 
which is the 3rd observation, is adjusted by 
multiplying a factor 4.35/5, where 5 is the number of 
weeks in this working month. There are several 
exceptions in counting the number of weeks in a 
working month. (See Social Security Administration 
(2010)) For example, the last week of December in 
2004 is included in January of 2005. The data value in 
these working month are adjusted by the same formula 
but using the actual number of weeks in them. 


are respectively presented in Figure 1a and Figure 1b, 
with the seasonal frequencies (kπ/6,k=1,2,...,6) marked 
by dotted lines. 6  The spectra of all 3 disability 
application series exhibit prominent peaks at major 
seasonal frequencies 1/6π and 1/3π, which indicate 
strong cyclical behavior with periods of 12 months 
and 6 months. The spectral density of the two leading 
indicators also exhibits strong peaks at seasonal 
frequencies.  


To examine the seasonal patterns we regress the 
disability application series and the two leading 
indicators on 12 month dummy variables. The 
coefficients of the seasonal dummy variables, which is 
showned in 1, capture the regular seasonality in the 
log growth rates of these series. The seasonal patterns 
of disability applications are marked by two main 
features which are strikingly similar across all types of 
applications. First, the number of applications exhibits 
a deep trough from November to next January, after 
which the applications rise sharply in February and 
remain at high level in March, April and May. Second, 
a prominent spike appears in August after a slight 
decline in June and July. The state level series 
generally follow the same pattern, see 3. Although the 
magnitudes of seasonal effects varies across states, 
little geographical pattern can be visually detected. 
What is noteworthy from regression coefficient for the 
two leading indicators is that the seasonal patterns in 
unemployment and Google keywords search volume 
are strikingly similar to the patterns in disability 
applications but lead them by 1-2 months.  


The seasonality in disability applications and 
leading indicators, especially unemployment, deserves 
a closer examination for two reasons. First, the 
properties of seasonality and the relationship between 
the seasonal patterns in disability applications and 
leading indicators determine whether the seasonal 
component should be removed when we try to 
evaluate various forecasting models. If the seasonals 
in these series are all deterministic and due to common 
exogenous factors such as weather or holiday seasons, 
then the leading indicators may have apparently high 
correlation with disability applications and therefore 
show spuriously strong forecasting power. Even if the 
seasonal variation in disability application is indeed 
caused by the leading indicator, the apparent 
forecasting power of the leading indicators will be still 
of little interest if the seasonal patterns are mainly 
deterministic, because in this case the deterministic 
seasonal patterns in disability applications can be well 
captured even without the help of the leading 
indicators. Therefore, if the seasonality can be shown 
to be mainly deterministic, it is better to evaluate the 


6 The reason why we estimate the spectrum of first 
differenced series is that the spectrum of the original 
series would have dominating peaks at 0 frequencies 
caused by the long-tern trends, which would dwarf all 
seasonal peaks of interest. 


                                                 


                                                 







forecasting models using seasonally adjusted series. 
The only situation where the seasonality is informative 
is that the seasonals in these series have stochastic 
component and there are co-integrated at certain 
seasonal frequencies, which means that the seasonal 
patterns in disability applications and leading 
indicators evolves over time and the seasonal changes 
in leading indicators are informative about the changes 
in disability applications. In this regard, we need to 
test the properties of the seasonality and examine 
whether they are seasonally cointegrated. 


Second, the seasonal pattern is of interest in its 
own right. Seasonality in economic variables could 
contain valuable information about the nature of 
business cycle and behavior of economic agencies and 
has been receiving growing interest among researchers 
during past decades (see Ghysels and Osborn, 2001). 
Most of previous studies on public disability programs 
are mainly based on quarterly or yearly data, in which 
the seasonal patterns are masked. The study of 
seasonality in disability 


 applications could further shed light on how 
people’s application behavior responds to the 
short-term fluctuation in economic condition. Barsky 
and Miron (1989) and Beaulieu and Miron (1990) 
found prominent seasonal patterns in various U.S. 
economic variables and argue that seasonal cycle 
shares most of the properties of business cycle. Since 
the long-term relation between disability applications 
and economic conditions has been well documented, it 
is interesting to examine whether this relationship also 
exists at seasonal frequencies.  


3.2  Properties of seasonality: Deterministic vs 
Stochastic 


To test whether the seasonality in disability 
application series and leading indicators are 
deterministic or stochastic with unit roots, two testing 
procedures are employed. First the Canova-Hansen 
test (Canova and Hansen, 1995) is applied, which is a 
Lagrangian multiplier test with the null hypothesis of 
deterministic seasonality against a alternative 
hypothesis that the series is generated by seasonal unit 
root process. The results presented in Table 2 indicate 
the existence of deterministic seasonality cannot be 
rejected at significance level of 0.05 in all national 
level series.  


To double check the result of CH test, the 
monthly version of the HEGY test are employed to 
test for seasonal unit roots. The advantage of HEGY 
test is that it is capable of testing unit roots in different 
seasonal frequencies, that is, the unit roots at 2-month, 
3-month, 4-month, semiannual, and annual cycles can 
be tested separately. Thus, only when the unit roots in 
disability application series and leading indicators are 
found at the same seasonal frequencies, shall we 


proceed to examine the seasonal cointegrating 
relationship.  


Table 3 presents the results of HEGY test. For 
disability application series, the null hypothesis of 
seasonal unit roots are not rejected at frequencies of 
π(2-month) and π/2(4-month) for all 3 types and the 
aggregate. The DI series also have a unit root at 
π/3(6-month) frequency not rejected. For 
unemployment series, seasonal unit roots are rejected 
at 10% significance level for 5π/6 and rejected at 5% 
level for all other frequencies, excluding seasonal 
nonstationarity in unemployment. The keyword search 
series only have seasonal unit roots not rejected (10% 
level) at the π/3 frequency.  


The contradictory results from CH test and HEGY 
test for the disability applications imply the disability 
application series are at the edge of being 
nonstationary. Nevertheless, the possibility of seasonal 
cointegration between disability applications and 
leading indicators can be excluded since seasonal unit 
roots are rejected for unemployment, and seasonal unit 
roots in keywords search and disability applications 
are generally not at the same frequencies.  


To simplify the modelling process and avoiding 
the ambiguity in the property of seasonality, we 
choose to remove the seasonal component all together 
and therefore solely base the evaluation of forecasting 
models on the deseasonalized series. The seasonal 
component can be modeled separately and added back 
to the short-term forecast easily. The seasonally 
adjusted monthly unemployment series are readily 
available from the BLS database. Specifically, the 
national level unemployment is from Current 
Population Survey(CPS), and the state level series are 
from Local Area Unemployment Statistics(LAUS). 
The disability application and Google keyword search 
series are adjusted by the X13-ARIMA/SEATS 
program developed by the US Census Bureau, in 
which seasonal components are obtained by iterated 
use of moving average filters and no model structure 
of seasonality is presumed. 


3.3  Seasonal patterns and its relationship to 
unemployment 


We further analyze relationship between seasonal 
components of disability applications and 
unemployment following the method suggested by 
Barsky and Miron (1989). 


To examine the relationship between 
deterministic seasonality, we regress log growth rate 
of disability application series on the one month lag of 
the log growth rate of unemployment, using seasonal 
dummy as the only IV. It can be shown that this is 
equivalent to regressing the seasonal components of 







application series on seasonal component of 
unemployment series.  


Table 4 gives the results for the national total 
series and five states with the highest disability 
applications. The coefficients for all three types of 
applications are quite significant at national level. The 
results imply 1 percent increase in deterministic 
seasonal component of unemployment are followed by 
a 0.4–0.6 percent increase in that of disability 
applications at national level. The deterministic 
seasonality in SSDI applications are estimated to be 
the most responsive to unemployment(0.63), and SSI 
only application is the least responsive to 
unemployment(0.34). This result is consistent with the 
facts that SSI does not require any previous working 
experience thus the applications to it could be less 
connected to labor market conditions. Bound et al. 
(2001) documented that in the 1990-1993 SIPP sample 
the employment rate 36-38 months prior to application 
for SSI awardees was only 25%, which was 
dramatically lower than that for SSDI awardees 
(87%).  


The results level state level generally exhibit the 
same pattern while showing some heterogeneity. For 
the 3 types of applications, the number of states for 
which the coefficients on lagged unemployment are 
significant are 36 (SSDI), 28 (SSI) and 32 
(Concurrent). Among the 22 states with significant 
coefficients on lagged unemployment for all 3 types, 
the coefficients for SSDI are highest in 18 of them. 
These results further confirm that SSDI applications 
are more correlated with the labor market conditions. 
In the top 5 states, the patterns are quite similar to that 
of the national total. 


To examine the relationship in stochastic 
seasonality, we estimate coherence function of the two 
series adjusted for deterministic seasonal components. 
The coherence function between two variables 
represent their correlation coefficients by frequency. 
Estimated coherence for national total series, which is 
shown in Figure 4 further confirmed the results from 
the analysis on deterministic seasonality.  


Peaks at seasonal frequencies (kπ/6,k=1,2,...,6) are 
present for SSDI only and concurrent applications. For 
SSDI only applications, seasonal peaks also exist but 
are less prominent.  


In sum, the analysis above shows that disability 
applications and unemployment have comovement at 
seasonal frequencies. Although it is consistent with 
findings from the literature that the SSDI applications 
are more correlated while SSI applications are less 
correlated to unemployment in terms of seasonal 
variation, one should be cautious to draw any 
conclusion about their causal relationship since in this 
exploratory analysis we did not exclude the 


unobserved common drivers for disability applications 
and unemployment. 


4  Forecast Methods 


4.1  Forecast framework 


The performance of competing approaches in 
forecasting national and state level disability 
applications are evaluated by an expanding window 
simulated forecast experiment. Starting from an initial 
date, all models are estimated using information 
available in current and past periods, and forecasts are 
made at forecast horizons of 1, 3 and 6 months. Then 
we move forward by 1 month, expanding the 
information set, re-estimating the models, and making 
forecasts. The initial estimation data set is 2000:10 - 
2006:12. Let yt denote the transformed and seasonally 
adjusted disability application volume at time t, the 
general specification of the 1-step ahead forecasting 
models is 


 (1) 


where μ is a constant, xt is the leading indicator, α(L) 
and β(L) are the lag polynomials. 


The standard “plug-in” forecast methods are used 
for 3- and 6-step ahead forecasts. That is, at each 
period, a one-step ahead forecast model is estimated 
and then it is iterated forward to obtain h-step ahead 
forecasts. Although this approach involves estimating 
additional equations for forecasting the leading 
indicators and therefore subject to the extra 
specification and estimation errors, its forecast 
performance is proved to be at least as good as the so 
called “h-step ahead projection” approach which is 
adopted by some recent studies (Marcellino et al., 
2006). 


The forecast performance of competing models 
are evaluated by comparing the simulated 
out-of-sample RMSE’s relative to the RMSE of a 
naive benchmark model which assumes the series is 
random walk process. When examining the forecasts 
for state level series, the RMSE are computed across 
all forecast periods and states, i.e.  


        


 (2) 


 


where eit denotes the forecasts error for period t and 
state i, t* denotes the first forecast period at the initial 
iteration.  







4.2  The Choice of Leading indicators 


4.2.1  Unemployment 


According to the literature, the unemployment of 
less-educated or low-skill workers might be more 
relevant than the overall unemployment as a leading 
indicator for disability applications. The recipients of 
disability benefits are substantially less educated than 
the U.S. average(See Autor and Duggan (2003), Kerr 
and Smoluk (2013), Martin and Davies 2003/2004). 
The less-educated individual could be more likely to 
get unemployed and also more likely to apply for 
disability when unemployed. However, monthly 
unemployment data specific to education attainment 
are only available at the national level(in Current 
Population Survey (CPS)) and cannot be used in 
forecasting state-level application. Therefore, only the 
overall unemployment is considered in the 
experiment.7  


To confirm the potential of unemployment as 
leading indicator, preliminary analysis are carried out 
with national level data. Unemployment passes the 
Granger causality test but we found no co-integration 
relationship between unemployment and disability 
application. When the disability application is 
regressed on the 1 month lag of unemployment with 
MA(1) error, the coefficient is significant, see Table 5. 
Since the series are in the form of log growth rates, the 
regression coefficient indicates that 1 percent’s 
increase in the monthly unemployment is associated 
with 0.321 percent’s growth in disability application 
during the following month.  


4.2.2  Google Key Word Search Volume 


The Goolge key word search indicator is constructed 
by summing up the search volume index of 3 key 
word items related to disability applications, namely 
“Social Security disability”, “Disability benefits”, 
“SSI disability”. The results of the preliminary 
analysis are presented in the second column of Table 5. 
The Google key words search fail to pass the Granger 
causality test; its regression coefficient is not 
statistically significant at 5% level and has wrong sign. 
Although Google search exhibits the same trend and 
seasonal pattern as disability application, it seems that 


7  Ahough not reported in the paper, we still assessed 
unemployment for less-educated worker as a leading 
indicator for national level disability application. 5 
education specific unemployment levels are considered: 
1) less than high school; 2) high school but no college; 
3) Some college; 4) 1) and 2) combined; 5) 1),2) and 3) 
combined. While the results show that the forecasting 
performance of 1) is better than 2 and 2) better than 3, 
all of the 5 education specific unemployment are 
outperformed by the overall unemployment, a result 
that is not quite consistent with what the current 
literature may suggest. 


it is not a good candidate for the short-term leading 
indicator for disability application.  


4.3  Forecast models 


Naive model as benchmark. In search of the optimal 
forecasting models, certain types of naive models 
usually serve as benchmarks to assess the performance 
of more sophisticated models, see Chirst(1951) and 
Garcia-Ferrer et al(1987) for examples. The naive 
model used as benchmark here is simply given by  


   


The NM is the minimal MSE forecast if the 
transformed and seasonlly adjusted growth rate yt 
follows a white noise process, that is, yt = εt where εt is 
a white noise error term with zero mean. Comparing 
more complicated models to a benchmark model 
based on white noise is also a test for the predictability 
of the disability application series. 


Univariate time series models. The first step in 
trying to improve upon the naive model is to fit pure 
univariate time series models to the total and state 
level disability application series. Following 
specifications are attempted.  


(1) MA(1) model. MA(1) model is used to 
forecast all series, which is chosen by BIC based on 
the full sample of the total application series, and is 
also good enough to describe a majority of the 
state-level series.  


(2) AR(3) model. Although MA(1) model is 
preferred to AR(3) model in terms of BIC, AR(3) 
model is still attempted because it has the advantage 
over MA(1) of being more compatible with the panel 
data framework described later. It is well known that a 
invertible MA(1) process can be equivalently 
expressed as an autoregressive process with infinite 
lags. The AR(3) specification strikes a balance 
between parsimony and flexibility because it allows 
for one real root to capture the autoregressive 
dynamics and two imaginary roots to capture any 
cyclical patterns that are not filtered out by seasonal 
adjustment. In our case, the AR(3) model is able to 
sufficiently describe the dynamics of most series, and 
the residuals from the AR(3) models pass the 
Ljung-Box autocorrelation test up to 12 lags for 
number of states most of the 48 states. 


(3) Data dependent model selection. The two 
model specification described above impose 
homogeneous model structure to all series and all 
forecast periods. To allow the model specification to 
vary across states and evolve over time, the forecast 
based on data dependent model selection procedure is 
implemented, that is, the orders of ARMA model are 


                                                 







reselected at each forecast periods with the updated 
information for each state according to BIC.  


(4) Regression with ARMA error. It is noted 
that the forecasts by these pure time series models 
generally under-forecast the disability application 
during the period of the Great Recession when 
unemployment rate began to soar, implying the 
potential benefit of using unemployment as leading 
indicator. Therefore, the regression models with 
ARMA errors are used to incorporate the leading 
indicator, 


  (4) 


where μi is a constant, xit is the leading indicator, γ(L) 
is the lag polynomials. εit follows either MA(1), AR(3) 
or ARMA(p,q) model selected by data dependent 
procedure. The estimation based on full sample 
indicates that only the first lag of unemployment is 
significant at 5% level. For simplicity, the number of 
lags of leading indicator is fixed to 1 for all series and 
forecast periods.  


Pooled Panel Data models 


Before imposing pooling restriction under the 
panel data framework, we first formally test the 
parameter homogeneity across states. The tests are 
based on panel versions of AR(3) model and AR(3)LI 
model. With N = 48 and T = 144, the usual F-test for 
poolability may suffer over-rejection problem since its 
asymptotic properties rely on small N and large T.8 
Therefore we apply the test procedure proposed by 
Pesaran and Yamagata (2008) which has correct size 
and good power properties for panels with large N 
relative to T. They have shown that the proposed 
statistic ̃Δ follows standard normal distribution and it 
is applicable to dynamic panels if T≥N and robust to 
heterogeneity and non-standard errors. The test 
statistic for panel AR(3) and panel AR(3)LI are 
6.48(p<0.01) and 6.37(p<0.01) respectively, both of 
which strongly reject the null hypothesis of slope 
homogeneity.9  


8 Although N = 48 and T = 144 is not as bad as the cases 
in microeconometric problems, N is still moderately 
large compared to the typical case where the F-test is 
considered appropriate(N around 5-10 with T around 
80-100, see Pesanran and Yamataga(2008)). 


9 Pesaran and Yamataga’s test statistic is based on a 
modified version of Swamy’s test statistic for slope 
heterogeneity in panel data (Swamy, 1970) which is 
designed for small N relative to T. The modified 
Swamy’s statistic is given by  


         
where Zi is the data matrix for state i composed of k 
variables, βi is the OLS estimate for state i, and  


Although poolability is rejected, for the purpose 
of forecasting we still need to examine whether there 
is any gain to forecast accuracy from the variance 
reduction effect of imposing pooling restriction, which 
would though introduce estimation bias. Two types of 
pooling are considered: 1) “fixed effect(FE)” panel 
model which allows for heterogeneous intercepts; 2) 
“pooled” panel model with all parameters 
homogeneous. For each type, the models are estimated 
with and without unemployment as the leading 
indicator. The FE version of the AR3LI model is given 
by: 


    


  (6) 


 


where zit = (yi,t-1,  yi,t-2,  yi,t-3, xi,t-1)’, and         
β=(ϕ1, ϕ2, ϕ3, γ1)’ , or in the matrix form: 


    


where μ=(μ1, μ2,… μN)’, τN is an N dimension vector 
of 1. Similarly the pooled panel model can be 
constructed by imposing α =μ1 = μ2 = … = μN: 


         (8) 


The models without leading indicator are labeled as 
AR(3)(FE) and AR(3)(Pooled). Note that all 
independent variables are predetermined, the model 
parameters therefore can be consistently estimated by 
OLS.  


It is also possible to construct the pooled version 
of the MA(1) and MA(1)LI models. The pooled 
MA(1)LI is specified as follows:  


    


     


Note that the coefficient of MA(1) is restricted to be 
identical across all states. By setting γ1 = 0 the pooled 
MA(1) is obtained. These panel models with MA(1) 
errors are estimated by maximum likelihood.  


         


         
where βFE is the fixed effect estimator. Pesaran and 


Yamataga’s statistics are defined by .  


                                                 


                                                                           







Cross-sectional dependence 1: SUR allowing 
arbitrary cross-sectional dependence. 


The pooled panel data models described above 
assume away any cross-sectional dependence across 
states, that is, the contemporaneous 
variance-covariance matrix of the disturbances is 
diagonal. Next we formally test the null hypothesis of 
diagonal Σ using the Lagrangian Multiplier statistic 
(Breusch and Pagan, 1980) and Pesaran’s CD test 
statistic (Pesaran, 2004).10 


The original LM test is valid for the T→∞ with N 
fixed. The full dataset used for the test has T=144 11


∞


, 
which is large relative to the cross-sectional dimension 
indeed, yet N=48 can also be considered as moderately 
large. Therefore a scaled version of the LM test is 
used which is applicable when T→  and then N→∞. 
Pesaran’s CD test is appropriate in both N- and 
T-asymptotic settings and applicable to heterogeneous 
dynamic models and models subject to multiple 
structural breaks in slope coefficients as well as error 
variance 12, all of which are quite relevant in our 
application. 


The results of the tests based on AR3 and AR3LI 
models are given in first two columns of Table 6. The 
two test statistics, both of which follow stardard 
normal distribution, are quite high, indicating very 
significant cross-sectional dependence. Also, the 
slightly lower Z values for AR3LI model may suggest 
that part of the cross-sectional dependence can be 
captured by the comovement in unemployment across 
states.  


The SUR framework is employed to take into 
account the contemporaneous correlation across states 
detected above. We first consider SUR models with no 
restrictions on the cross-sectional variance-covariance 


10  Let 𝜌�𝑖𝑗  denote the estimated pair wise correlation 
coefficients for the residuals from the individual OLS 
regression of the cross-sectional units i and j. The 
Lagrangian Multiplier statistic is defined as  


           
which is distributed as a standard normal. Pesaran’s CD test 
statistic is given by  


            
which also follows a standard normal distribution.  


11  The original series, for which T=148 is first 
differenced and the first 3 periods are used as initial 
lags for AR(3) 


12  The properties of CD test requires that the 
unconditional means of the dependent and independent 
variables are time-invariants and their innovations are 
symmetrically distributed.  


matrix. Three types of SUR models are considered: 
1)unpooled version with heterogeneous coefficients 
for each state; 2) “fixed effect(FE)” version with 
homogeneous slopes and heterogeneous intercepts, 
and 3) “pooled” version with all parameters 
homogeneous across states. For each type the models 
are estimated with and without leading indicator. The 
models with leading indicator can be specified as 
follows:  


   


  (10) 


    


 (12) 
 


where 𝑍 = (𝑍1′ , 𝑍2′ , … 𝑍𝑁′ )′ ,                 
 𝑍∗ = 𝑑𝑖𝑎𝑔(𝑍1, 𝑍2, …𝑍𝑁)′, βho is defined the same as β 
in equation (6), and 𝛽ℎ𝑒 = (𝛽1′, 𝛽2′ , … , 𝛽𝑁′ ) . The 
disturbance ε is assumed to be serially uncorrelated 
but possibly contemporaneously correlated, and 
follows normal distribution with zero mean. That is 
ε∼N(0,Ω), where Ω=Σ⊗IT , with Σ denoting the 


unrestricted cross-sectional variance covariance matrix 
of dimension N. The models without leading indicator 
can be defined accordingly.  


Cross-sectional dependence 2: Spatial panel 
data model The problem of SUR is that there are too 
many free parameters to be estimated. There are 
N(N+1)/2 free parameters in Σ which may make the 
estimation imprecise and unstable.  


An alternative way to characterize the 
cross-sectional dependence in disturbances is to use 
spatial panel data framework with spatial 
autoregressive errors. This specification relies on the 
assumption that the cross-sectional dependence is 
mainly caused by the interaction effects in error terms 
between geographically contagious units. The third 
and forth column presents the results of the “local” 
versions of LM and Pesaran’s CD tests which only test 
the correlation across neighboring panel units. Again 
the null hypothesis of no cross-sectional correlation is 
strongly rejected. The structure of the spatial models is 
very similar to that of (10),(11) and (12), but with 
following error structure:  


                
  


or in matrix form  


                                                 







 


where W is the spatial weight matrix, with wij being its 
element in ith row and jth column. The spatial weight 
matrix W describes the structure of interdependence 
across states and in this paper it is constructed based 
on the contiguity criterion. The element (i,j) is equal to 
1 if the states i and j are contagious, and 0 otherwise. 
The rows of W are standardized to have sum 1. As in 
the case of SUR, models are estimated with and 
without leading indicator. The spatial models are 
labeled similar to the SUR case with “SUR” replaced 
by “spatial”.  


4.4  Forecasting National Aggregate Applications 


The growth rate of total disability application is 
forecasted by (1) using the ARMA class models 
described in previous section,(2) by aggregating the 
state level forecasts.  


Weights are needed when aggregating state level 
forecasts to constructed the forecast of aggregated 
growth rate. However, the weighting scheme is not 
unique. Two types of weighting schemes are 
considered, namely the fixed weights and 12-month 
rolling weights. In Marcellino et al. (2003) , where the 
goal is to forecast macroeconomic variables in Euro 
area, the fixed weighting scheme was preferred. They 
weight the country-level growth rates by the share of 
each country’s nominal GDP in the Euro-area 
aggregate for 1997, which is the last year of their 
dataset. Following this method, the fixed weight used 
in our study is computed as the share of each state’s 
total disability application in the 48 states aggregate in 
2012. However, the use of fixed weighting scheme 
renders the forecast experiment not “real-time”, the 
forecast periods prior to 2012 have to use future 
information to compute the weights. Moreover, the 
fixed weighting scheme fail to account for the change 
of weight over time. Therefore, we proposed to use the 
12-month rolling weights, which is computed as the 
share of each state’s total disability application in the 
48 states aggregate during the 12 months prior to the 
current forecast period. Hence rolling weights are 
real-time and keeps updating at each iteration.  


Preliminary analysis shows that the forecast 
produced by these 2 weighting schemes are quite 
similar, while the forecast accuracy of the rolling 
weighting scheme is almost always slightly better than 
the fixed weighting scheme. Moreover, our 
conclusions are insensitive to the choice of weighting 
scheme. Thus for simplicity only the results based on 
the 12-month rolling weighting scheme are reported.  


5  Results 


The RMSE’s for forecasting national aggregate 
disability application and forecasting state level 


disability application are given in Table 7 and Table 8 
respectively. In each table, the RMSE’s of the 
forecasting models are presented as fractions of the 
RMSE’s of the naive model given in the first row. 
Table 9a to Table 9d summarize the pairwise 
comparison of each methods for state level forecasts. 
The results can be summarized as follows. 


1. Forecast horizons: All forecast models tested 
have little forecast capability at the forecast horizons 
of 3 and 6 months ahead. 2. Forecasting aggregate or 
aggregating forecasts. For all univariate time series 
models except MA(1)LI, the direct forecasts of the 
total application produce more accurate results than 
their indirect counterparts(aggregating state level 
forecasts), although only by a small margin. The 
indirect forecasts from pooled panel data models, SUR 
models and spatial panel models yield worse forecast 
accuracy than those indirect forecasts using simple 
time series models, no matter the whether coefficient 
heteogeneity is allowed or not.  


3. To pool or not to pool. Table 8 shows that, 
although poolability is rejected, the pooled models 
generally have better performance when the goal is to 
forecast state level series in terms of both overall 
RMSE and median RMSE. For the AR3LI, SUR and 
spatial error models, the overall RMSE’s are around 
90% of that of the benchmark naive model for the 
unpooled versions, while the pooled models yields 
smaller RMSE’s of around 87% of the benchmark. 
The only exception is MA1LI, whose pooled version 
is outperformed by its unpooled counterpart by a very 
large margin.(93.0% against 87.6 %). The advantage 
of pooled models is salient in the pairwise comparison 
presented in Table 9a to Table 9d. The FE and pooled 
models beat their unpooled counterparts in forecasts 
RMSE in over 70% of the states. The binary 
comparison also demonstrate that the pooled models 
have smaller RMSE than FE models in over 80% of 
the states, implying dropping the heterogeneity 
assumption in intercept can further improve the 
forecast accuracy. The effect of pooling on forecasting 
the national level series is reported in Table 7, though 
it is not of the primary interest. In contrast to the 
results for forecasting state level applications, 
imposing the homogeneity restriction increase the 
RMSE’s of those indirect forecast models, especially 
for the MA(1)LI model(from 84% to 91% of the 
benchmark).  


4. Leading indicators. Using unemployment as 
short-run leading indicator improves the forecast 
accuracy for national level disability application. The 
reduction in RMSE’s ranges from 5.8%(indirect AR3) 
to 8.9%(data dependent model selection). The 
contribution of the unemployment as a leading 
indicator can be seen more clearly in Figure 6, which 
plots the true series against the direct forecasts from 
AR(3) models with and without the leading indicator. 







It is noteworthy that the most prominent improvement 
occurs during the Great Recession(2007:12 to 2009:6 
according to NBER, marked by shaded area in the 
graph), where the inclusion of unemployment helps 
predict the surge in monthly growth rate of disability 
application. By contrast, the effect of including 
unemployment on forecast accuracy for state level 
series is not clear cut. Table 8 shows that, except the 
MA(1) class models, the RMSE’s of models with 
leading indicator are slightly lower for pooled models, 
but slightly higher for those unpooled models. The 
same result can be also obtained from the pairwise 
comparison.  


5. Cross-sectional dependence. Although the 
results of LM-test and Pesaran’s CD test indicate the 
existence of cross sectional dependence across states, 
models that take into account this feature fail to beat 
the simple pooled panel data settings assuming 
cross-sectional independence. The unsatisfactory 
performance of these models are not quite surprising 
since extra forecast error can be brought about by the 
more sophisticated specification and more parameters 
to be estimated(especially for the unrestricted SUR 
models).  


6. Lastly, across all methods considered, the best 
forecast of national level application is produced by 
the direct forecast using AR(3) model with 
unemployment as the leading indicator. As for the 
state level application, pooled AR(3)LI, pooled SUR 
with LI and pooled spatial with LI models give very 
similar overall RMSE’s and median RMSE’s. But the 
pairwise comparisons demonstrate a tie between 
AR(3)LI and pooled SUR with LI, while the pooled 
spatial model with LI is dominated by the other two in 
around 70% of the states. In Table 8, it seems that the 
MA(1) model without leading indicator also yields 
equally good forecast RMSE, but is beaten by 
AR(3)LI and pooled SUR with LI in around 65% of 
the states. Moreover, performance the simple MA(1) 
is not robust to the change in the subset of data used to 
test forecast accuracy. When the forecasts are assessed 
using testing sets starting from 2008:1 and from 
2009:1, the simple MA(1) model can not beat the 3 
classes of panel data models mentioned above.  


6  Concluding Remarks and Future Work 


In search of a appropriate short-term forecasting 
model for the national level and state level SSA 
disability benefits application volumes, we carry out a 
simulated out-of-sample forecast experiment with 
various forecasting approaches and model 
specifications.  


The results show that the direct forecast of the 
national level application outperforms the indirect 
forecast by aggregating state specific forecasts. This 


result implies that the heterogeneity across state is not 
strong enough to provide useful information to 
improve upon the direct forecasting approach.  


The results for the state level forecasts add to the 
literature another case where pooling may help 
improve forecasts accuracy. This is consistent with the 
result that direct forecast outperforms the “bottom-up” 
approach for the national level series. In both cases the 
benefit of pooling components series with similar 
features outweigh the cost of imposing false 
homogeneity restrictions.  


The forecast models with lagged unemployment 
as leading indicators generally outperform the 
corresponding models without it for the national level 
forecasts. For the state level forecasts, however, the 
improvements only occur for model with pooling 
restrictions imposed. This results illustrates that the 
model complexity introduced by allowing for 
heterogeneous coefficients in the model can incur such 
a great deal of estimation uncertainty that can 
outweigh the benefit of including leading indicator.  


Finally, forecasts models taking into account 
cross-sectional dependence fail to improve the forecast 
accuracy due to the extra complexity in model 
specification and the consequent increase in estimation 
error and misspecification problem.  


A lot of work can be done based on this initial 
attempt to forecast disability application in the 
short-run. First, the time varying parameter model can 
be used to allow the dynamics of the disability 
application series to evolve over time. When 
forecasting output growth rates , Garcia-Ferrer et al. 
(1987) found that allowing for varying parameter in 
the AR(3) plus leading indicator model could 
substantially reduce RMSE’s in six of the nine OECD 
countries examined. The time varying parameter 
model can be relevant for disability application 
forecast because potential applicants’ response to 
labor market conditions can vary across different 
stages in the business cycle.  


Second, the shrinkage Bayes estimators, which 
can be considered as a middle ground between the 
homogeneous and heterogeneous estimators, may have 
the potential to improve the forecast when model 
coefficients are similar but not identical across panel 
units. Baltagi et al. (2004) found that the heirarchical 
Bayes estimator performs the best when forecasting 
with Tobin q investment model.  


Third, a nature extension of this study is to jointly 
model the seasonal and non-seasonal components of 
the disability application series so that more 
comprehensive forecasts can be produced for practical 
use. It is also interesting to explore to what extent the 
evolution of the seasonal pattern of disability 







application can be predicted by that of unemployment 
or other relevant leading indicators.  


Forth, although the “bottom up” approach is 
outperformed by direct approach of forecasting the 
national level series, it still has room for improvement 
by using different level of data aggregation. Espasa 
and Mayo-Burgos (2013) showed how the 
disaggregated approach can be improved by grouping 
component series sharing similar features.  


Finally, although the Google key word search 
volume has proved promising in forecasting initial 
unemployment insurance claims by recent studies, this 
indicator seems not very useful in the short-term 
forecast of disability benefit applications. Nevertheless, 
one still may want to keep a close eye on this indicator 
as the rapid improvement in the algorithm and data 
collection procedure of the search engine may make it 
more useful in the future. Moreover, the availability of 
weekly data for the search results allows the 
forecasters to construct a leading indicator compatible 
to the SSA definition of “working month”, and 
therefore leads to more accurate short term forecast. 







 


Table 1: Coefficients of Seasonal Dummy Variables: Growth Rate Series of National Sum 


 


 


Table 2: Canova-Hansen test for deterministic seasonality 


  


Table 3: Monthly HEGY test for seasonal unit roots 


 


 


 


 







Table 4: Relationship between deterministic seasonal components of disability application and 
unemployment: 1 month lag 
 


 
 
 
 
 
 


Table 5: Examination of Leading Indicators 


 
 
 


Table 6: Testing for Cross-sectional Dependence 


 
 
 
 
 







 
 
 


Table 7: RMSE’s for Forecasts of Aggregate Disability Application Using Various Model Specifications 


 
 


 







Table 8: RMSE’s for Forecasts of State Level Disability Application Using Various Model Specifications 







Table 9a: Pairwise Comparison of Forecast RMSE: Fraction of states in which column-methods beat row-methods


 







 
Table 9b: Pairwise Comparison of Forecast RMSE: Fraction of states in which column-methods beat row-methods 


  







 
Table 9c: Pairwise Comparison of Forecast RMSE: Fraction of states in which column-methods beat row-methods 


 







Table 9d: Pairwise Comparison of Forecast RMSE: Fraction of states in which column-methods beat row-methods 







  


Figure 1a. Estimated Spectra of Disability Applications 


 


  


Figure 1b. Estimated Spectra of Leading Indicators 


  


Figure 2: Regresson Coefficients of Seasonal Dummies: Total Disability Application and Leading 
indicators  







Figure 3: Coefficients of Seasonal Dummies for State Level Applications 







  


Figure 4: Coherence between seasonal dummy adjusted log growth rates of disability application and 
unemployment 


 


  


Figure 5: Total Disability Benefits Application and Unemployment 


 







  


Figure 6: Monthly Growth Rates of Total disability Applications: True and Forecast  
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Abstract 
 


Energy prices are important for agricultural production 
costs. A key assumption in the long-term (10 year) 
United States Department of Agriculture (USDA) 
agricultural projections is the path of crude oil prices. 
Long-term projections for oil prices have changed 
over the past year. The Energy Information 
Administration’s (EIA) 2014 Annual Energy Outlook 
oil prices are lower than the year before and below 
those USDA assumed in its 2014 long-term 
projections. We analyze the impact of different energy 
projections on agriculture, particularly crops. We find 
that lower energy prices increase planted acres for 
most major row crops and lower the price of the 
commodity. Soybeans are the exception and have 
fewer planted acres due to their low share of energy as 
a portion of total operating costs. 


 
Introduction 


 
Agricultural production consumes  large amounts of 
energy. The types of consumption can be either direct 
or indirect. Direct consumption is largely the 
combustion of gasoline, diesel, or natural gas. It can 
also be electricity used for operating irrigation 
equipment. Indirect usage involves agricultural 
production inputs derived from petrochemicals. 
Fertilizer is the primary indirect energy-related input 
(Figure 1). 


 
Figure 1: Energy-related Expenses for Selected 
Crops, 2014-2015 average, $ per acre 
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Source: Commodity Cost & Return Data, USDA-ERS 
 


Based on 2014-2015 average forecasted production 
costs and planted acres, expenses from direct energy 
use are expected to average 19.5% of operating costs 
for the major U.S. row crops (corn, soybeans, wheat, 
cotton, rice, sorghum, oats, and barley), while fertilizer 
expenses are projected to represent another 30.3% 
(Figure 2). 


 
Energy prices affect both the supply and demand for 
agricultural products. Demand for crops like corn and 
soybean is affected in part by demand for the 
feedstocks used to manufacture ethanol and biodiesel. 
A more traditional relationship between energy and 
agriculture exists with regards to the supply of 
commodities. Several factors can influence energy 
prices faced by U.S. agricultural producers: natural gas 
availability, world oil prices, energy taxes, and 
environmental policy. 


 
Figure 2: Energy-related Inputs Relative to Total 
Operating Expenses, 2014-2015 average 
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Energy prices affect the cost of production in the 
agricultural sector. Farm production and planting 
decisions are dependent on the net returns to farm 
production. Net returns are defined as receipts for 
selling agricultural outputs minus costs of production. 
As the expected net returns for a given crop increase, 
more planted acres are expected for that crop, all else 
constant. Each year, net returns affect the acreage of 
each crop planted, and therefore what prices will 
result. The relative net returns across substitute crops 
are also important for determining the impact on 
planted acres. 


 
The goal of the current research is to determine how 
alternative energy prices impact the long term 
projections for agricultural commodities. Annually, 
USDA generates 10-year projections using a model of 
the major agricultural commodities. Following the 
release of the 2014 agricultural projections, forecasted 
energy prices were reduced in the long-term annual 
energy outlook from EIA. Utilizing the USDA 
modeling framework, we can estimate how much 
lower energy prices increase the net returns to farming 
through lower costs of production. Depending on the 
importance of fuel and other energy-related costs, 
farmers will respond more or less favorably to planting 
acres  of  a  given  commodity.  Lower  energy  prices 


 
*Disclaimer: The views expressed herein are those of the authors and do not necessarily represent those of the Economic 
Research Service or the US Department of Agriculture 
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resulted in increased planted acres and lower output 
prices for all but one commodity in the study. 
Soybeans have the lowest share (and level) of energy- 
related production costs, so relative to other 
commodities, soybean net returns do not benefit as 
much from a decrease in energy-related costs. We find 
a reduction in soybean acreage despite higher prices 
for soybeans as a result of  the lower energy price 
projections. 


 
Background 


 
Sands and Westcott (2011) used the Food and 
Agricultural Policy Simulator (FAPSIM) to analyze 
the impact of higher energy price scenarios on 
agricultural markets. The study found that on a per 
acre basis, corn and rice have the highest energy- 
related costs among the eight major crops (corn, 
sorghum, barley, oats, wheat, rice, upland cotton, and 
soybeans). They found that higher energy prices and 
therefore higher costs of production would cause 
planted area to decline for seven of the eight crops. 
The exception is soybeans. Soybeans have lower 
energy-related costs in large part due to their minimal 
use of fertilizer. The energy share of soybean costs is 
lower than for other crops. While higher energy prices 
reduce planted area for the other major crops, a portion 
of this available acreage goes into greater soybean 
acres planted. They also found that energy-related 
expenses affect livestock producers. While their direct 
energy costs are lower than for crop production, an 
increase in energy prices would increase livestock 
producers’ feed costs, with production of beef and 
pork being more affected than poultry—due to 
poultry’s lower relative feed intensity. 


 
Methods 


 
Crude Oil Projections 
The crude oil price projections for the 2014 USDA 
projections were developed during the second half of 
2013, based on data available in the summer of 2013. 
This timing allows the macroeconomic and fuel price 
projections to be used by the commodity models and 
used for agricultural projections that are reviewed and 
approved by committees in the USDA  baseline 
process. 


 
In the latest USDA long term projections, prices for 
crude oil are assumed to remain historically high over 
the next decade. Near-term changes are moderate, but 
crude oil prices are assumed to rise somewhat faster 
than the general inflation rate in the latter part of the 
projections, reflecting sustained global economic 
growth and the increasing cost of oil extraction as 


more marginal oil fields are developed and yields from 
old oil fields decline. 


 
Figure 3: Total Proven Crude Oil Reserves in United 
States, EIA 2014 
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Since these USDA projections were completed, EIA 
released their new 2014 Annual Energy Outlook 
(AEO2014), which included crude oil price 
projections that were lower than both their long-term 
projections in the previous year as well as the USDA’s 
assumed crude oil prices. In their 2014 report, EIA 
note that “petroleum and other liquids production in 
AEO2014 from non-OPEC countries, particularly the 
United States, increases to levels above those in 
AEO2013.” In Figure 3,  we can see both a steady 
increase in the total proven crude oil reserves in the 
United States along with progressively larger increases 
in proven reserves over the last four years. 


 
Figure 4: Crude Oil Prices-Refiner Acquisition Cost 
for Imports, $ per Barrel 
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The projected growth in oil demand is somewhat 
lower due to population projections being slower than 
assumed by EIA in 2013, particularly in developing 
economies. The estimated development costs for more 
cost-intensive resources are projected to be lower than 
in the EIA 2013 projections. The slower resource cost 
growth, slower projected population growth, and 
increased production from non-OPEC countries 
underlie the lower oil price projections. To illustrate 
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these changing projections, Figure 4 shows the USDA 
assumption for its latest long term projections and the 
new 2014 EIA projections. The changed EIA 
projection assumptions bring modestly lower crude oil 
prices in the near term and slower growth in the 
longer-term. 


 
The US Projection Model 
The US agriculture long term projection model (US 
Model) used in this study is based on prior versions of 
the Food and Agricultural Policy Simulator (FAPSIM) 
model, which originated at the U.S. Department of 
Agriculture during the early 1980s (Salathe et al., 
1982). Crops included in the current model are corn, 
sorghum, barley, oats, wheat, rice, soybeans (including 
soybean meal and soybean oil), and upland cotton. 
Livestock sector commodities include hogs, cattle, 
dairy, broilers, non-broiler chickens, turkeys, and 
eggs. 


 
Key for this study are the behavioral relationships with 
regards to acreage equations for different field crops. 
Economic theory indicates that production should be 
positively related to the price received for the 
commodity and negatively related to prices of inputs 
required in the production process. Producer net 
returns are used in acreage equations to capture these 
economic effects. Additionally, net returns for other 
crops that compete with each other for land use are 
included in the acreage equations. 


 
To assess the impacts on major field crops, changes in 
agricultural production costs arising from  lower 
energy prices are used as inputs to the US Model. The 
model calculates the impacts of changes in production 
costs on supply, demand, and prices in major 
agricultural commodity markets. 


 
Results 


 
Figure 5 shows changes in cost of production for 
selected grains and oilseeds. The lower projected path 
of oil prices results in a persistently lower path for cost 
of production for each of these commodities. The 
magnitude of the change in cost of production is very 
closely connected with the share of energy-related 
inputs relative total operating costs. In figure 2, it was 
shown that energy comprises the largest share of total 
operating expenses for oats, corn, barley, wheat, and 
sorghum, respectively. Figure 4 provides a similar 
ranking showing that the cost of production decreased 
by the greatest amounts for corn, barley, oats, 
sorghum, and wheat. A notable relationship 
throughout this analysis is that between corn and 
soybeans. These closely linked commodities, which 
compete for acreage in many regions of the county, are 


on opposite ends of the energy usage spectrum and 
have interrelated yet very different responses to lower 
energy costs. 
The increases in net returns from lower fuel prices 
were less pronounced for crops whose energy costs are 
of lesser importance; therefore, the incentives for 
producers to increase plantings in these crops were 
lower. The increased acres planted in most crops then 
led to greater production of these commodities and 
thereby lower prices, all else constant. The inverse 
holds true for soybeans, the lowest energy input crop 
of those covered in  this  analysis. Although  lower 
costs also raise producer expected net returns for 
soybeans, cross commodity effects from competing 
crops whose returns rise relatively more (especially 
corn) are offsetting, leading to lower soybean 
plantings. These results are consistent (although in the 
opposite direction) with those of the higher cost 
scenarios in Sands and Westcott (2011). 


 
Figure 6 demonstrates the impact of lower  cost  of 
production on the total planted acres for wheat, corn, 
oats, barley, and sorghum in aggregate, while Figure 7 
provides a disaggregated view of the change in planted 
acres. Figure 6 demonstrates that the net effect  of 
lower crude oil prices is a net increase in total acreage 
planted. Figure 7 shows that this effect is largely 
attributable to increased plantings for energy intensive 
crops. The most rapid increase in  acreage was for 
wheat and corn. The increased corn acreage was 
expected, given the large energy input especially with 
regards to fertilizer. Soybeans were the only 
commodity that has a loss in acreage. The changes in 
plantings are transmitted into additional market 
effects. The larger plantings increase supply and 
ending stocks of commodities, and place downward 
pressure on prices 


 
This price effect is illustrated in figures 8 and 9, which 
compare results for corn, wheat, and soybeans. In 
Figure 8, we see corn prices and planted acres have a 
smaller response to the lower costs of production than 
wheat. Further, the response for corn is lower despite a 
larger decline in cost of production than wheat. This 
can be explained by wheat having tighter margins than 
corn. When cost of production declines, the 
profitability of wheat increases by a larger percentage 
even with the smaller absolute change in production 
costs and net returns. 


 
From Figure 9, it is clear that cost of production for 
corn is more heavily impacted by energy prices than 
soybeans. What’s interesting is that the increase in 
planted acres for corn is in part supported by acreage 
reductions in soybeans. As planted acres for these 
crops move in opposite directions, the prices for these 
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commodities are projected to diverge as well in the 
short run, with soybean prices slowly returning to 
baseline levels over the long term. Soybean acres fall 
in the short run because the net returns to corn 
production have increased relative to soybeans due to 
the lower energy costs. Over the long run, cash 
variable costs for corn continue lower at a fairly 
constant rate while soybean production cost reductions 
widen. This coupled with near constant soybean prices 
long term leads to improved net returns to soybeans 
and a recovery of planted acres lost to corn earlier in 
the projection period. 


 
Of all crops, the total fuel-related expenses for rice and 
cotton are the first and third highest, respectively. 
From Figure 10, the costs of production for rice and 
cotton are significantly impacted by a decrease in 
energy prices. The decline in cost of production is also 
greater for rice than cotton as expected from the 
ranking of energy costs. When we compare the 
changes for these commodities in percentage terms, it 
becomes clear that cotton acreage is more responsive 
to changes in energy prices than rice (Figure 11). At 
the end of the projection period, area planted for both 
crops has increased by approximately 1%  over 
baseline projections. For rice, a decrease in cost of 
production of nearly 5% was needed to induce just shy 
of a 1% increase in acreage. In contrast, a nearly 3% 
decline in cost of production for cotton is needed to 
induce the 1% increase in cotton acreage. As a result, 
cotton prices fell more quickly and by a greater 
percentage than rice. This reflects tighter margins in 
cotton production where changes in costs cause larger 
percentage changes in net returns and production 
incentives. It also reflects the regional constraints to 
domestic rice production in the United States limiting 
the number of acres for which planting is feasible. 


 
Conclusions 


 
Lower energy prices increase the net returns to 
farming through lower costs of production. Overall, 
total acreage planted to crops increases as a result. 
Depending on the how large energy-related production 
costs are for different crops, farmers will respond 
more or less favorably with regards to planting more 
acres of a given commodity. For most of the crops 
addressed in this study, the cost of production was 
reduced and planted acres increased in response to 
lower energy prices as those crops become more 
profitable. Soybeans  responded differently to lower 
energy prices and lower costs of production with lower 
planted acres and higher output prices. Because 
soybeans have low energy costs, the net returns do not 
increase as much from a decrease in energy-related 


costs, and there is less incentive to plant relative to 
other commodities, particularly corn. 
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Figure 5: Crude Oil Price Induced Change in Cost of Production from Baseline, 2013-2024, $ per Acre 
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Figure 6: Total Planted Acres for Aggregate of Selected Crops, 2013-2024 
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Figure 7: Projected Changes from Baseline for Planted Acres Due to Lower Crude Oil Prices, 2013-2024 
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Figure 8: Changes in Price, Input Cost, and Planting Projections for Corn and Wheat, 2013-2024 
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Figure 9: Changes in Price, Input Cost, and Planting Projections for Corn and Soybeans, 2013-2024 
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Figure 10: Change in Cost of Production for Rice and Cotton Due to Lower Crude Oil Prices, 2013-2024 
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Figure 11: Changes in Price, Input Cost, and Planting Projections for Rice and Cotton, 2013-2024 
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ABSTRACT 


 
This paper presents projections of foreign-born 
immigration to the United States, a component of 
the U.S. Census Bureau’s national population 
projections. Demographers typically use recent 
patterns of immigration to project future 
immigration. Our projections are based on estimates of 
sending-country emigration to the United States, 
which are used in conjunction with population 
estimates for those countries to estimate emigration 
rates between 1980 and 2010. In this paper 
emigration rates are projected using a constant 
average, linear extrapolation, and models based on 
future age structures. The projected rates from these 
methods are applied to sending-country populations, 
and the resulting projections of foreign-born 
immigration are compared. 


 
INTRODUCTION 


 
With the next release of U.S. Census Bureau 
projections of the U.S. resident population expected at 
the end of this year, we continue to research ways to 
improve our projections of foreign-born immigration 
into the United States. Foreign-born immigration, or 
migration into the United States of people born 
elsewhere, is one component of population change 
used in our projections of the U.S. resident 
population. This paper presents research that utilizes 
estimates of U.S. immigration flows between 1980 
and 2010 and estimates and projections of total 
population in emigrant-sending countries between 
1980 and 2050 from the Census Bureau’s 
International Data Base to calculate rates of sending-
country emigration. 


 
Prior to 2000, the Census Bureau typically held 
constant the level of net international migration to 
project international migration into the United States. 
Figure 1 shows past releases of Census Bureau 
projections relative to the trend of population 
estimates, represented by the red line with x-markers. 
When net international migration was relatively 
stable in the 1950s and 1960s, the 


projections were closely aligned with reality. When 
immigration grew rapidly in the 1980s and 1990s, 
however, constant-level projections dramatically 
understated future immigration in the 1990s and 2000s. 


 
Beginning with the series released in 2000, the 
Census Bureau moved away from constant-level 
projections of net international migration, assuming 
future levels would change based on past trends. 
Another innovation in this release was to project 
U.S. immigration and emigration flows separately, 
then calculate net international migration of the 
foreign born by subtracting emigration from 
immigration. Figure 2 shows high, medium and low 
projections from the 2000 series as compared to 
Census Bureau estimates for the 2000s. 


 
For the Census Bureau’s 2012 projection series, we 
again modified our methods by approaching 
international migration from a demographic 
perspective, similar to how we project  mortality and 
fertility. That is, just as we project fertility and 
mortality rates and apply the projected rates to 
projected populations at risk of experiencing such 
events (e.g., women aged 15 to 49 are at risk of 
having a birth), we projected rates of emigration to 
the United States from several sending regions and 
applied the projected rates to projected populations at 
risk of emigrating in each region. 


 
Emigration rates were projected using a drift model, 
which essentially held the rate of emigration from 
each sending region constant across the projection 
period. While the rates of emigration out of sending 
countries remained constant, Figure 3 illustrates that 
projected immigration totals increased due to growth 
in the projected populations at risk of emigrating. 


 
The results presented in this paper reflect our 
continuing efforts to improve our method of projecting 
sending-country emigration rates. We had two main 
goals in mind for our research: 1) keep the 
projection method simple and straight- forward, and 2) 
allow the projected emigration rates to change across 
the projection period. 


 
DATA AND METHODS 


 
We use data from several sources.  The 1990 and 
2000 Censuses and the 2001-2011 American 
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Community Survey are used to estimate annual U.S. 
immigration between 1980 and 2010.1 We estimate 
immigration separately for four sending regions, 
Europe and the Middle East,2 Asia,3 Africa,4 and 
Latin America,5 as identified by the place of birth of 
recent foreign-born migrants. These sending regions 
were devised to align immigration flows with 
corresponding race and Hispanic origin categories for 
which population projections are produced. For 
example, immigrants from Europe and Middle East 
have similar race and Hispanic origin distributions so 
they are grouped together. 


 
We extract estimates and projections of the sending-
country populations from the Census Bureau’s 
International Data Base, which are summarized into 
annual totals for each of the four emigrant-sending 
regions. We then divide the immigration estimates 
from the Census and ACS data by the total 
population estimates for each region to calculate 
annual rates of emigration for 1980 to 2010. 


 
Once we calculate 1980-2010 sending-region 
emigration rates, our main task and focus of this 
research was to compare different methods of 
projecting rates from 2011 to 2060. The projected 
rates can then be applied to the regional population 
projections from the International Data Base to 
calculate projected U.S. immigration totals for 2011 to 
2060. 


 
In this paper, we compare projected emigration rates 
and U.S. immigration totals using five projection 
methods. 


 
The first method, a drift model, was the method 


 


 
 


1 While each immigration estimate from the ACS has 
an associated margin of error due to sampling error, 
we do not calculate MOEs because we do not make 
comparisons between estimates that require tests of 
statistical significance. For information on 
confidentiality protection, sampling error, 
nonsampling error, and definitions from the ACS see 
http://www.census.gov/acs. 
2 Canada and Australia also are included in this 
grouping. For simplicity, we refer to the group as 
Europe and the Middle East as countries in these 
regions comprise a majority of the immigration flow. 
3 Includes Oceania. 
4 Includes non-Spanish Caribbean. 
5 Includes Spanish Caribbean. 


used for the Census Bureau’s 2012 projection series 
and serves as a benchmark for the other methods. 
The drift model projects emigration rates by targeting 
an emigration rate akin to the weighted average of 
the estimated rates for 1980 to 2010. The result is a 
near-constant series of  projected rates. 


 
The second method we used to project emigration 
rates is simple linear extrapolation of the estimated 
rates for 1980 to 2010. 


 
The other three projection methods are based on 
ordinary least squares regression. We  use regression 
to model the bivariate relationship between the 
observed emigration rates for 1980 and 2010 and a 
characteristic of projected sending- region populations 
from the International Data Base. We regress the 
emigration rates separately on annual population size, 
annual population growth rate, and child dependency 
ratio.  The population size for each of the four sending 
regions is summed and transformed using the natural 
log. We calculate annual rates of regional population 
growth by subtracting the population size in year t-1 
from population size in year t, then divide by the 
population size in year t-1. The child dependency 
ratio is the ratio of the child population (0 to 15) to 
the working-age population (15 to 64). Population 
estimates by age are not available in the 
International Data Base for many countries prior to 
1991. As a result, we only have 20 data points (1991-
2010), rather than 31 (1980-2010), to regress 
emigration rate on child dependency. As such, there is 
a risk that a model based on so few observations may 
over-fit the data and result in implausible projections. 
We keep this in mind in discussing the results below. 


 
We then use the regression equations for each of 
the four sending regions to project emigration rates for 
2011 to 2060, using projected population totals form 
the International Data Base to calculate each of the 
three independent variables. 


 
RESULTS 


 
The panel of charts, one for each sending region of 
U.S. immigration, in Figure 4 shows our estimates of 
observed rates of emigration between 1980 and 2010 
using Census and ACS data. In this, and the charts 
that follow, Europe/Middle East, Asia, and Africa 
are presented on the same scale while Latin America 
is on a scale several times larger. 


-2-  



http://www.census.gov/acs





The charts in Figure 4 illustrate issues with data 
heaping on the years ending in 0 and 5 in the YOE 
question in the census and ACS data. This is 
particularly evident for arrivals from Africa and Latin 
America in 1980. This is something we keep in mind 
in evaluating the results and continue to research. 


 
Figure 5 shows estimated and projected emigration 
rates based on the drift model used by the Census 
Bureau for the 2012 National Projections.  The blue 
line in each chart represents the estimated 
emigration rates based on census and ACS data and 
population estimates from the IDB.  The dashed grey 
lines are projected emigration rates that result from 
the drift model. As previously mentioned, the drift 
model projections are close to constant across the 50-
year period. A concern with this approach is that we 
know from the observed trends that emigration rates 
change over time due to a variety of factors, 
especially population dynamics in sending countries. 


 
Linear Extrapolation 
A simple and straightforward way to project 
emigration rates is extrapolate the 1980-2010 trends to 
2060. So rather than project emigration rates as a 
constant, as with the drift model, linear extrapolation 
uses the slope of estimated emigration rates from 
1980 to 2010 and allows the rates to change over 
the projection period. 


 
The red lines in Figure 6 show the projected 
emigration rates obtained from linear extrapolation 
. There is a marked contrast between the linear 
extrapolation and drift model projections. The 
extrapolated trends in the rates for Europe/Middle 
East and Africa run in opposite directions. In both 
cases, we are concerned that response heaping 
observed in the estimated rates may have too much 
influence on the slopes of the projected rates. 


 
We next show results for the three regression models 
that we estimated based on the estimated emigration 
rates for 1980-2010 and characteristics of sending-
region populations from the IDB. The emigration 
rates were used as the dependent variable in all three 
models. 


 
Population Size 
The first model uses total population size as the 
independent variable. Figure 7 shows the observed 
trends in emigration rates (blue lines) and the 
natural log of sending-region population size 
(purple lines).  With such little variation in 


population size, we would expect projected rates 
based on the estimated model to be very stable. 


 
The relationships between the two variables are better 
illustrated in scatter plots, provided in Figure 
8. The plots more clearly show the relationship 
between annual rates of emigration and annual 
population size for each of the sending regions. There 
are fairly strong relationships, albeit in opposite 
directions, in Europe/Middle East and Africa. There 
is little to no relationship in either Asia or Latin 
America. 


 
We then used the estimated regression lines to project 
emigration rates for 2011 to 2060, shown in Figure 9. 
The purple line represents the modeled emigration 
rates based on population size. 


 
Our first observation is how closely the population 
size model follows the projected rates using simple 
linear extrapolation. Rather than having a constant 
slope, however, the population size model projects 
less change in annual emigration rates at the end of 
the projection period relative to the beginning. The 
main exception is in Latin America where the 
relationship between population size and emigration is 
weakest of the four regions. As a result, the Latin 
America projections are right on top of the near-
constant rates of the drift model. 


 
Population Growth 
Next, we modeled emigration rates using the rates of 
annual population growth within each region. The 
charts in Figure 10 show the 1980-2010 trends. We 
find more variation in sending-region growth rates 
relative to population size. 


 
Again, the relationship is not clear from these charts, 
so we use scatter plots (see Figure 11) to better 
understand the relationship. As with population size, 
we find that the relationship between emigration and 
the rate of population growth runs in the opposite 
direction in Europe/Middle East and Africa, and that 
there is virtually no relationship in Asia and Latin 
America. 


 
As a result, projected emigration rates based on 
population growth, the light blue lines in Figure 12, 
generally track with the linear extrapolation and 
population size models. This is not surprising 
because rates of population growth are closely 
related to the size of a population. 


 
There are some differences between the growth rate 
and population size models. We find that in the 
Europe/Middle East region, projected  emigration 
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rates do not level off at the end of the projection 
period and closely follow the linear extrapolation 
model. For Africa, while projected emigration rates 
decline similar to other models, they decline more 
slowly. 


 
Population Composition 
Finally, we also consider population composition in 
terms of age structure, which is known to be related 
to international migration. Figure 13 shows the recent 
trends for emigration rates and child dependency. As 
previously mentioned, the IDB only has sufficient 
data for population size by age after 1991, so we 
have 10 fewer data points with which to model the 
relationship. 


 
We show scatterplots of the regional relationships 
between emigration and child dependency in Figure 
14. Unlike the results for population size and 
population growth rate, child dependency is 
positively related to emigration for all regions but 
Asia, where the relationship is very weak. In the 
other three regions, as one might expect, greater 
child dependency implies greater outmigration. 


 
The model results using child dependency as the 
independent variable affirm our concerns that 20 
years of data may not be sufficient to project 50 
years of emigration rates (Figure 15). We find that 
the dependency model projections are quite different 
from the other models, except for where there is no 
relationship in Asia. 


 
The model for Africa, for example, projects rates 
that rapidly decline to zero in 2036 and negative 
rates beyond. Negative emigration is not 
demographically possible. As such, we illustrate 
negative rates as zero emigration. 


 
In theory, it makes sense that declines in emigration 
rates correspond to declines in child dependency. 
For example, birth rates in Africa are projected to 
decline over the next 60 years so one would expect 
economic need, and subsequently emigration, to 
decline as well. Given only 20 data points, we believe 
the model may over-fit the data and not have the 
robustness to project over 50 years. While the Africa 
model results in the largest differences relative to the 
other projection models, we also have similar concerns 
with regard to the Europe/Middle East and Latin 
American models. 


 
U.S. Immigration 
We apply the projected rates from each of the models 
to sending-region population projections to project 
U.S. immigration flows from each region 


and total immigration. The charts in Figure 16 
compare projected U.S. immigration based on each 
model. In general, the linear extrapolation, population 
size, and population growth models project similar 
trends in immigration across the projection period. 
The dependency ratio model, however, projects levels 
most different from the others. Projected immigration 
from Europe and the Middle East, for example, ranges 
between remaining somewhat stable at 200,000 per 
year (dependency model) and steady growth to 
560,000 per year (population growth model). 
Immigration from Africa is projected to decline to 
zero immigration (dependency model) or increase to 
360,000 arrivals per year (drift model).  By contrast, all 
the models project similar levels of immigration from 
Asia, ranging between 450,000 to 510,000 per year 
by 2060. 


 
In sum, the drift model, linear extrapolation, and 
population size and growth models project similar 
levels of U.S. immigration across the projection 
period, ranging between about 1.8 (linear 
extrapolation) and 2.1 (population growth) million in 
2060 (Figure 17). Given projected declines in 
immigration from Africa and Latin America, the 
child dependency model projects an overall decline 
from about 1.3 million new arrivals in 2011 to just 
above 1 million in 2060. Again, in light of our concern 
about the validity of the dependency model, based 
on only 20 years of data, we question the plausibility 
of the results from this model. 


 
CONCLUSIONS 


 
This paper presents research from the Census 
Bureau’s ongoing efforts to use innovative methods to 
improve its projections of the U.S. resident 
population. In particular, the paper shows results 
from research on ways to project rates of emigration 
from regions that send international migrants to the 
United States. We approached this research with two 
primary goals in mind. To investigate projection 
methods that  allow emigration rates to change over 
the projection period, as opposed to constant or near 
constant projections, and second, to explore whether 
projected population dynamics in sending regions 
may be used to project future emigration to the United 
States from those regions. 


 
The paper shows results for five projection methods, 
a drift model used for the 2012 projections release, 
linear extrapolation of recent trends in sending-region 
emigration and three  
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models based on sending-region population 
characteristics and dynamics, population size, population 
growth and age structure as represented in child 
dependency. 


 
We find that linear extrapolation and the population size 
and growth models all project similar trends in future 
emigration rates. The dependency model projects trends 
that are quite different from the other models. We 
suspect the dependency model over-fits the recent trend 
data because there are 10 fewer data points available 
with which to estimate the model. 


 
As we continue to investigate the strengths and weakness 
of each model, and consider other variables and 
approaches, we expect that our research will lead to 
improved population projection releases in coming years. 


-5-  







Figure 1. Estimates and Pre-2000 Projections of U.S. Net International Migration, 1945 - 2010 


 
 
 


Figure 2. Estimates and 2000 Release Projections of U.S. Net International Migration, 1999 - 2009 
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Figure 3. Middle Series Projections of Foreign-Born Immigration to the United States by Sending 
Region: 2012 to 2060 
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Figure 4. Estimated Rates of Emigration to the United States by Sending Region, 1980 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 5. Estimated and Projected Emigration Rates by Sending Region, Drift Model Projections, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 6. Estimated and Projected Emigration Rates by Sending Region, Linear Extrapolation Projections, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 7. Estimated Emigration Rates and Total Population Size by Sending Region, 1980 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 8. Scatter Plots of Emigration Rates and Total Population Size by Sending Region, 1980 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 9. Estimated and Projected Emigration Rates by Sending Region, Population Size Model, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 10. Estimated Emigration Rates and Population Growth Rates by Sending Region, 1980 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 11. Scatter Plots of Emigration Rates and Annual Population Growth Rate by Sending Region, 1980 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 12. Estimated and Projected Emigration Rates by Sending Region, Population Growth Rate Model, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 13. Estimated Emigration Rates and Child Dependency by Sending Region, 1991 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 14. Scatter Plots of Emigration Rates and Child Dependency by Sending Region, 1991 – 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 15. Estimated and Projected Emigration Rates by Sending Region, Child Dependency Model, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 16. U.S. Immigration Projections by Sending Region, All Projection Models, 1980 – 2060. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: U.S. Census Bureau, Population Division. 
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Figure 17. Total Projected U.S. Immigration, All Projection Models, 1980 – 2060. 


 
Source: U.S. Census Bureau, Population Division. 
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In the latest recession, employment supported by U.S. consumer spending declined by an estimated 3.2 million jobs 
between 2007 and 2010, over a third of total job declines during that time frame. In comparison to the overall 
economy, consumer-related employment demonstrated relative resilience, recovering in 2012. Through 2022, 
consumer spending is projected to support stable job growth with increasing expenditures on labor-intensive 
services like health care. However, consumer spending and its related employment are projected to grow slower 
than in the past and at rates similar to the overall economy.  
 
For the past several decades, U.S. consumers have been 
considered an "engine" of economic growth in the 
United States.1 In 2012 they were responsible for just 
under 71 percent of U.S. GDP, almost 8 percentage 
points higher than in 1960.2 American consumers have 
also played a prominent role in the global economy, 
accounting for just over 15 percent of world GDP in 
20123 (chart 1).  


When consumers shop, they directly support4  jobs in 
companies that produce, transport, and sell final goods 
and services. They also indirectly support jobs that 
make inputs (intermediates) requisite for final 
production. Like GDP, more U.S. jobs directly or 
indirectly relate to consumer spending than all other 
sectors of the economy combined. In 2007, the business 
cycle peak prior to the latest economic downturn, 85.1 
million non-agricultural wage and salary jobs related to 
consumer spending, or 61.5 percent of total non-
agricultural wage and salary employment in the United 
States5 (chart 2). But unlike GDP, the percent of U.S. 
jobs tied to consumption has fluctuated within a 
relatively stable range since the late 1970s due to labor-
saving technologies and increased consumption of 
imports (chart 3).   


From late-2007 through mid-2009, the “Great 
Recession,” the economy steeply contracted and nearly 
8.7 million jobs were lost.6 Consumer spending 
experienced the most severe decline since World War 
II.7 Households cut spending, shed outstanding debt, and 
increased their rate of personal savings in response to 
lower income, wealth, confidence, and credit access.8  


With persistently high unemployment rates, the weak 
revival in job growth has been one of the most debated 
aspects of the recent recession.9 Several structural and 
cyclical factors have been proposed as causes, including 
the nature of the financial crisis, dependency of the 
economy on services, economic and policy uncertainty, 
extended unemployment insurance, and high long-term 
unemployment rates.10 Many have also blamed sluggish 
consumer spending: as Federal Reserve Chairman Ben 
Bernanke stated in 2011, "Consumer behavior has both 
reflected and contributed to the slow pace of 
recovery."11 Others starkly stated: "Don't expect [U.S.] 
consumer spending to be the engine of economic growth 
it once was."12  


Using an input-output methodology, this paper 
estimates U.S. employment related to each final demand 
component in the latest recession (2007-09) and 
recovery years through 2012, with a focus on consumer 
spending. Though consumer behavior during and after 
the recession has been documented,13 the relationship 
between consumption and employment has not yet been 
quantified in the literature.14 This paper also projects the 
number and type of U.S. jobs relating to consumption in 
2022 using the most recent economic and employment 
projections developed by the Office of Occupational 
Statistics and Employment Projections at the Bureau of 
Labor Statistics (BLS).15  


BLS estimates that the number of jobs tied to consumer 
demand declined by 3.2 million from the 2007 
employment peak to the 2010 trough, over a third of the 
total 8.7 million jobs lost in that time frame.16 In 
contrast, over half of job losses occurred in investment-
related employment, which is typically more sensitive to 
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the business cycle. The majority of consumer-related 
job declines occurred in 2009 and in three major 
sectors: manufacturing, professional and business 
services, and retail trade. In 2010, a year after the 
recession officially ended, consumer-related 
employment accounted for the majority of job declines 
in the economy.   


Despite the historic decline in spending, consumer-
related employment demonstrated relative stability 
during and after the recession, upheld by gains in two 
sectors: health care and social assistance; 17 and 
educational services.18 The percent of jobs in the 
economy supported by consumers increased (chart 3) as 
the share of investment-related employment fell to 
unprecedented levels. And by 2012, consumer-related 
employment reached pre-recession marks, while overall 
employment did in 2014.19 The relative resilience of 
consumption reflects its stability in comparison to other 
GDP components during economic slumps. 


As the economy continues to recover and the baby 
boomers age, BLS projects that consumer spending will 
grow 2.6 percent annually from 2012 through 2022, 
expanding slower than in the past and at the same pace 
as the overall economy. The rise of consumer spending 
as a percent of GDP is also anticipated to stabilize, 
ending past decades of relative growth in comparison to 
other GDP components (chart 1). Consumer-related 
employment is projected to increase 1.0 percent 
annually to reach 94.7 million jobs in 2022 (chart 2), 
slightly slower than past growth rates and the projected 
1.1 percent annual growth rate for all employment. But 
as consumer expenditures on traditionally labor-
intensive services like health care continue to grow, 
63.2 percent of jobs in the U.S. economy are expected 
to relate to consumption in 2022, within the stable 
historic range (chart 3). Over half of the new 9.1 million 
consumer-related jobs are anticipated to be in the health 
care and social assistance sector, and 94.5 percent of all 
consumer-related jobs are projected to be in services.    


This paper is outlined in the following manner: the first 
section reviews the methodology to translate consumer 
spending to employment using the input-output system, 
while the second section goes over pre-recession 
consumption and employment trends. The third section 
summarizes consumer-related employment during the 
latest recession and recovery, comparing it to the 
economy as whole and other GDP components. The 
fourth section details consumer-related employment for 
major sectors and detailed industries during the latest 
recession and recovery. The last presents BLS 
projections of consumer-related and total employment 
through 2022.   


Methodology 


Consumer spending, referred interchangeably in this 
paper as "consumer demand" or "personal consumption 
expenditures" (PCE), measures the purchase of goods 
and services by households and non-profit institutions 
serving households. Furthermore, by definition PCE 
includes other expenditures like imputed rent of owner-
occupied housing, indirect financial services, in-kind 
social benefits, employer contributions for health 
insurance and workers’ compensation, and expenses for 
pensions and life insurance.20 BLS uses annual PCE 
data from the National Income and Product Accounts 
(NIPA) published by the Bureau of Economic Analysis 
(BEA). To estimate the number of U.S. jobs related to 
consumer demand, BLS first adjusts PCE to reflect only 
the purchase of U.S.-produced goods and services. 
Otherwise, the purchase of imports would artificially 
inflate U.S. production data (and jobs) according to the 
input-output methodology used.21 Import-adjusted 
consumer expenditures, or "domestic PCE", are reported 
for 189 diverse industries that correspond to 17 major 
sectors, which are then coupled into either goods-
producing or service-providing categories. Domestic 
PCE for the 17 major sectors are listed in table 3.  


 BLS translates import-adjusted expenditures to 
employment using an input-output system, which traces 
the purchase of a good or service through the entire 
chain of production, from intermediate production to 
final sales. The diagram below summarizes the input-
output system.  


 


 


 


 


 


BLS utilizes input-output "use" and "make" tables to 
determine inter-industry production relationships. The 
"use" table shows what commodities each industry uses 
for production (inputs), and the "make" table shows 
what commodities each ultimately creates (outputs). 
Both tables are used to calculate a "total requirements 
table," which shows how much total output directly and 
indirectly is required per final demand dollar based on 
inter-industry relationships. Then, the total requirements 
table is transformed to an employment requirements 
table using employment-output ratios that reflect labor 
productivity. Import-adjusted PCE is then multiplied by 
the employment requirements table—which is also 
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import-adjusted—to arrive at net annual PCE-related 
employment.22 The employment figure includes jobs 
both directly and indirectly related to PCE, but not 
induced employment.23 In summary, BLS first 
determines how much production (output) supports 
domestic consumer demand, and then production 
(output) is translated to employment using trends in 
labor productivity, or employment-output ratios.  


In contrast to past BLS publications, the terms 
"consumer-supported" or "consumer-related" 
employment are preferred to "consumer-generated" 
employment in this paper. This is because changes in 
consumer-related employment are driven not just by 
consumer demand, but other factors such as the 
commodity distribution of demand, relationships 
between output and demand (total requirements matrix), 
and employment-output ratios. Furthermore, in context 
of the recession, a simultaneity issue exists between 
consumer spending and total job loss: do consumers cut 
spending in response to an economic downturn, or is a 
downturn caused or worsened because of consumer 
behavior? For this analysis, BLS simply estimates the 
correlation between consumer spending and overall 
employment, but does not assert the casual direction of 
the relationship.    


Though most attention is given to 2007-2012 and 
projections through 2022 in this paper, long-term trends 
for consumption and employment utilize a time series 
dating back to 1993. Historical BLS publications are 
relied upon to determine approximate ranges from 1977 
to 1993. All spending figures are in 2005 real (inflation-
adjusted) dollars and based on BEA data published in 
March 2013.24 Only non-farm wage and salary 
employment is addressed in this paper, at both an 
aggregate and PCE-related level.  


Pre-recession Trends 


Leading up to the 2007-09 recession, consumer 
spending as a percent of GDP had risen for 40 years, 
increasing from just over 61 percent in 1966 to just 
under 70 percent in 2006 (chart 1). PCE growth also 
outpaced general economic expansion (chart 4). 
Consumers bought increasingly more services, and the 
composition of PCE shifted over time with rising in-
kind social benefits and third-party contributions 
towards health insurance and workers’ compensation.25 
As a result, the percent of PCE stemming from direct 
household expenditures declined from 84.5 percent in 
1960 to 67.6 percent in 2006.26   


The late 1990s saw a surge in spending as Americans 
bought new technology and globalization ushered in 
cheap imports. Economic growth, rising home values 


and equity, easy credit, and declining personal savings 
rates also prompted higher consumer spending, 
supplemented by baby boomers reaching their highest 
earning years in the labor force.27 The 2001 recession 
and its lingering effects briefly tempered consumer 
spending, but growth rates rose again as Americans 
spent more on durable household items, new 
technology, and vehicles during the housing bubble.28   


Even though consumer spending as a share of GDP rose 
several percentage points, the percent of U.S. jobs 
supported by consumers fluctuated within a lower, more 
stable range prior to the 2007-09 recession (chart 3). 
Between 1993 and 2006, PCE-related employment 
accounted for roughly 60 to 62 percent of all 
employment. In fact, consumers have been responsible 
for a relatively stable percent of total employment since 
the late 1970s: BLS previously estimated that PCE-
related employment ranged between 61 to 63 percent for 
1985-2000 (Toossi, 2002), and 60 to 64 percent for 
1977-1993 (Pfleeger, 1996).29 But over time, a greater 
percentage of consumer-related jobs have been in 
services (chart 5).  


Between 1993 and 2007, PCE grew 3.5 percent annually 
while PCE-related employment grew 1.5 percent 
annually. Some of the discrepancy was due to increased 
consumption of imported goods. But domestic PCE, 
which removes imported goods and services, still grew 
3.0 percent annually—about twice as fast as PCE-
related employment. The remaining disparity between 
PCE and PCE-related employment can be attributed to 
productivity improvements, such as automation which 
reduces labor requirements. Broader measures of 
economic activity showed similar discrepancies. Overall 
GDP grew 3.2 percent annually between 1993 and 2007, 
while total employment grew 1.5 percent annually over 
the same period.  


Consumers and U.S. Employment, 2007-2012  


In order to understand the relationship between 
consumer spending and employment in better context, 
the relationship between all GDP components and 
employment must be evaluated as well. Focusing on 
consumer spending, this section covers employment 
related to each final demand component annually during 
the latest recession (2007-2009), and recovery years 
through 2012. The section concludes with an analysis of 
long-run trends impacted by the recent recession.  


Tables 1 and 2 document output and employment levels 
in the recession tied to each final demand component, as 
well as projections to 2022.30,31 Even though the 
recession ended in 2009, employment changes for the 
2007-2010 time period are registered in table 2 because 


 
 







overall employment levels peaked in 2007 and troughed 
in 2010. Tables 3 and 4 break out domestic PCE and 
consumer-related employment by major sector—which 
are reviewed more in depth in the next section—and 
chart 6 illustrates the time path of PCE (quarterly). 
Charts 7 and 8 plot the output and employment path of 
each final demand component in comparison to 200732 
levels, while chart 9 shows the net annual change of 
employment related to each final demand component.   


2007: In the last quarter of 2007, the first official 
quarter of the recession, consumer spending peaked at 
$9.3 trillion (chart 6). At that time, 85.1 million jobs—
61.5 percent of total U.S. employment—related to 
consumer spending (charts 2-3 and table 2). Goods-
producing industries claimed 8.2 percent of consumer-
related employment (just under 7 million jobs), while 
91.8 percent (78.2 million jobs) was in services (chart 5 
and table 4). As the housing market collapsed and 
financial crisis ensued, spending and employment 
relating to private fixed investment—which includes 
spending on structures, equipment, and software related 
to production—began to decline, sparking economic 
contraction (charts 7-9).  


2008: By the last quarter of 2008, as the recession 
deepened, consumers cut spending by over $200 billion 
from the previous year with lower purchases of goods, 
especially vehicles. Employment supported by 
consumer spending basically remained level over the 
year, decreasing a slight 0.01 percent with 7,600 fewer 
consumer-supported jobs (chart 9 and table 2). Nearly 
all net PCE-related employment declines were confined 
to goods-producing industries (table 4). Investment-
related employment essentially accounted for the 
entirety of job declines in 2008. Government-related 
spending and employment at the federal level increased, 
while state and local government-related spending and 
employment remained virtually flat. Export-related 
spending and employment were also insulated from net 
annual declines (charts 7-9).   


2009: In 2009 consumers spent just under $9.0 trillion 
in the second quarter—the lowest PCE value registered 
in the last official quarter of the recession. Services 
were particularly impacted, especially transportation, 
food services, recreation, and financial services. PCE-
related employment declined by 2.2 million jobs that 
year, or 2.5 percent. Of those 2.2 million jobs, 1.7 
million were in services-providing industries and 
456,000 in goods-producing industries. More PCE-
related (and total) jobs were lost in 2009 than any other 
year in the recession (chart 9 and table 2).  


Taking government-related employment gains out of 
account, one-third of the 6.6 million-job decrease in 


2009 were associated with consumer spending. Half 
related to investment spending, while exports claimed 
responsibility for 17 percent. Exports have been a bright 
spot in the U.S. economy in recent years, and the only 
net annual job declines for export-related employment 
occurred in 2009. Meanwhile, employment related to 
federal, state, and local governments increased by a 
combined 579,000.  


2010: Consumer spending slowly recovered through 
2010 after bottoming out in the second quarter of 2009. 
The revival in spending, however, was the weakest 
since the 1940s, especially for services and nondurable 
goods.33 Spending growth on durable goods also 
remained low, with little boost from low interest rates 
on durable goods purchases.34 As for domestic PCE, 
consumer spending towards U.S. goods-producing 
industries actually declined in 2010 (see table 3). With 
weak growth, in 2010 PCE contributed less to GDP 
growth than gross private investment—the first time 
since 1984.  


As PCE slowly recovered, PCE-related employment 
continued to decline through 2010 with 989,500 fewer 
jobs—a smaller decrease than in 2009—as the economy 
began to turn around (charts 8 and 9). PCE-related 
employment declined through 2010 because 
employment tends to lag output in recovery. PCE-
related employment recovery was also impaired by 
weak spending on labor-intensive services and lower 
purchases towards goods-producing industries. More 
consumer-related jobs in goods-producing industries 
were lost (-523,000) than service-providing ones (-
467,000) in 2010 (table 4).   


Removing federal government-related employment 
increases, consumer-related employment accounted for 
the majority (61.4 percent) of absolute employment 
declines in 2010, one year after the recession officially 
ended. State and local government-related employment 
accounted for the remainder of the decrease, 
experiencing its first decline. Meanwhile, export-related 
employment improved, while investment-related 
employment remained essentially flat. Employment and 
spending related to the federal government peaked in 
2010 (charts 7-9 and tables 1-2).  


In total, the number of jobs tied to consumer demand 
declined by 3.2 million from the 2007 employment peak 
to the 2010 trough, representing a 3.7 percent decrease 
(table 2). By 2010, PCE-related employment stood at 
levels last seen in 2005. The recession 
disproportionately impacted goods-producing 
industries: although less than 10 percent of PCE-related 
jobs are involved in making goods, these industries 
represented 39.2 percent of consumer spending-related 


 
 







job reductions between 2007 and 2010. Services 
claimed the remaining 60.8 percent (table 4).   


The total economy experienced a net decline of 7.8 
million jobs between 2007 and 2010, falling to 
employment levels last seen in 2000. This represents a 
5.6 percent decrease—greater than the consumer-related 
job decrease, signaling the relative stability of PCE. 
Removing federal government-related employment 
increases, a total 8.7 million35 jobs were lost between 
2007 and 2010. PCE-related employment accounted for 
over a third of this decline—36.5 percent—while over 
half of job reductions correlated with investment 
spending (chart 10 and table 2). Due to its cyclical 
nature, investment-related employment experienced 
much larger and more rapid declines than all other 
sectors of the economy: between its peak and trough 
(2006-2009), investment-related employment fell 31.2 
percent with a reduction of 5.5 million jobs. Many of 
those jobs were related to the construction industry. The 
remainder of the decline between 2007 and 2010 was in 
export-related employment (4.7 percent, or -407,300), 
and in state and local government-related employment 
(3.5 percent, or -303,700).36  


2011:  In 2011 consumer spending grew 2.5 percent, 
recovering to pre-recessionary levels in the first quarter 
(charts 6-7). The three-year journey back to 2007 
spending levels was the slowest recovery from recession 
since World War II.37 As for employment, PCE-related 
jobs increased 2.3 percent with nearly 1.9 million more 
jobs. Because of the historical unavailability of the 
PCE-related employment time series, the growth rate 
can’t be compared with post-recessionary time periods 
prior to 1993. However, 2.3 percent was generally in the 
range of PCE-related employment growth in the late 
1990s. With 83.8 million PCE-related jobs, levels 
remained over a million shy of the 2007 peak (chart 8).  


In 2011 overall employment expanded 1.3 percent to net 
1.6 million jobs, well below job growth following other 
recessions and slower than PCE-related gains. Federal 
government-related employment began to decline from 
its 2010 peak, while export-related employment reached 
2007 levels. Declining government-related employment 
at the federal, state, and local levels, as well as weak 
investment-related employment growth, were primarily 
responsible for low employment growth in 2011 (charts 
8-9 and table 2).  


2012:  In 2012 consumer spending and its related 
employment expanded slower than 2011, as high 
unemployment plagued the U.S. and the Eurozone 
slipped into another recession. PCE increased 1.9 
percent—the slowest growth rate for a non-recessionary 


year (except 2010) since 1951—while PCE-related 
employment expanded 2.0 percent (chart 9 and table 2).   


In 2012 PCE-related employment finally recovered 
recessionary losses (chart 8). Because the time series of 
employment relating to consumption only extends back 
to 1993, the recovery from the latest recession can only 
be compared to the 2001 recession. In the 2001 
recession, PCE-related employment took three years to 
recover to 2001 highs, and total employment took four 
years to recover. In the most recent recession, PCE-
related employment recovered in five years, while total 
employment required seven. The quicker recovery of 
PCE-related employment in comparison to the overall 
economy reflects the relatively stability of consumption 
during the business cycle, the strong performance of 
some of its sub-sectors (see next section), and the 
negative toll of low investment spending on broader 
economic recovery in the latest recession.  


In contrast to PCE-related employment, total 
employment expanded faster in 2012 than 2011 as 
investment spending began to show stronger recovery 
(chart 9)—though overall employment growth remained 
lower than rates typically seen following recessions. In 
addition to slow consumer-related employment growth, 
declining government-related employment and 
diminished export-related growth all hindered overall 
job growth in 2012. Total employment stood 3.9 million 
below 2007 levels; investment-related employment 
alone remained at 76.4 percent of its pre-recession 2006 
peak.  


Long-run Trends: Despite the historic decline in 
spending, consumers nevertheless supported a higher 
proportion of jobs during the latest recession than they 
had in at least 16 years during the latest recession, 
although the data was still within the long-run historic 
range (chart 3). Prior to the recent recession, consumer-
related employment claimed between roughly 60 and 62 
percent of total employment—at the lower end of the 
historic range—when the percentage of investment-
related employment increased to fuel economic 
expansion. But in 2009, the worst year of the recession, 
PCE-related employment increased to 63 percent of 
U.S. employment, and rose again in 2011 and 2012 as 
investment-related employment remained near historic 
lows and government-related employment began to 
decline (table 2). In fact, investment-related 
employment declined to levels previously unobserved in 
the time series dating back to 1993.  


The larger role of consumption during the latest 
recession and recovery reflects its stability in 
comparison to other GDP components in the business 
cycle, a consistent pattern with all recessions following 


 
 







WWII.38 Consumers still need vital goods and services 
like food and shelter during economic downturns, while 
businesses can entirely shut down. It also reflects the 
positive performance of specific sectors for PCE-related 
employment in the recession, as discussed in the next 
section. Furthermore, the larger percentage of PCE-
related employment as a share of all employment 
underscores the severity of the recession. As seen in 
chart 3, PCE-related employment as a percent of all 
employment tends to increase during economic 
contractions when investment-related employment 
declines more rapidly, and decrease during expansions 
when investment-related employment rises more 
quickly. Charts 7 and 8 also demonstrate the volatility 
of each GDP component and the whole economy for 
output and employment, and further reveal the relative 
stability of PCE.    


Detailed PCE-related Employment, 2007-2012 


This section analyzes PCE-related employment at the 
major sector and detailed industry level, including the 
most consumer-dependent industries, from 2007 
through 2012. For major sectors, it analyzes overall 
2007-2010 employment changes, specific declines in 
2010 (the year when consumer-related employment 
constituted the majority of job declines), and the 
recovery. For detailed industries, the research focuses 
on 2007-2010 changes exclusively. The section then 
concludes with an analysis of long-run sector trends 
impacted by the recession. Table 3 shows domestic PCE 
and table 4 breaks down PCE-related employment for 
17 major sectors.  


PCE-related Employment by Major Sector:  A few 
sectors were not as affected by the latest recession, 
adding PCE-related employment from 2007 to 2010. 
With aging baby boomers and increased demand for 
health care, the health care and social assistance 
industry added nearly 1.1 million jobs related to PCE 
(tables 3 and 4). With tight economic conditions, 
enrollment in post-secondary education programs 
increased—especially community colleges—leading to 
over 253,000 more PCE-related jobs in educational 
services.39 This sector grew faster than any other for 
consumer-related (and total) employment during the 
recession with a 9.0 percent growth rate, followed by 
the health care and social assistance industry which 
grew 7.2 percent. State and local government 
employment related to consumers grew 2.0 percent with 
36,700 more jobs. This mostly includes transportation 
and enterprises, like utilities, transit systems (including 
parking and tolls), and gambling. Consumer-related 
employment also increased by 7,500 in private utilities.  


The remaining sectors were responsible for nearly 4.5 
million consumer-related job losses between 2007 and 
2010. Of those 4.5 million jobs, just over three-quarters 
were concentrated in 5 industries: manufacturing, 
professional and business services, retail trade, financial 
activities, and wholesale trade. Manufacturing jobs 
related to U.S. consumption declined by over 1.1 
million, while professional and business services 
declined by 889,500. Most of the declines in 
professional and business service jobs were in the 
employment services category, primarily an 
intermediate service that includes employment 
placement agencies, temporary help services, and 
professional employer organizations. PCE-related 
employment also declined by 614,800 for retail trade 
(4.3 percent), 431,000 for financial activities (6.2 
percent), and 358,700 for wholesale trade (10.4 
percent).40  


In 2010, when the majority of employment declines 
were consumer-related, five major industry sectors were 
primarily responsible for the PCE-related job declines: 
manufacturing, wholesale trade, retail trade, 
transportation, and financial activities. PCE-related 
manufacturing jobs alone declined by 414,400. As for 
services, wholesale trade was particularly impacted, 
with PCE-related employment decreasing by 8 percent, 
with 266,700 fewer jobs. In total, more goods-producing 
jobs tied to consumption were lost than service-
providing jobs in 2010. This differs from the previous 
year, likely hindered by lower consumer demand for 
goods-producing industries that year (see tables 3 and 
4).  


The recovery of PCE-related employment in 2012 to 
pre-recession levels varied by major sector, and largely 
occurred in industries insulated from the recession. In 
2012 six major sectors surpassed 2007 levels: utilities, 
professional and business services, educational services, 
health care and social assistance, leisure and hospitality, 
and state and local government. Only two of those 
sectors actually experienced PCE-related declines 
between 2007 and 2010: professional and business 
services; and leisure and hospitality. As for sectors that 
did not recover, in 2012 PCE-related wholesale trade 
jobs remained 235,000 jobs below 2007 levels, while 
retail trade had 58,000 fewer. Financial activities had 
424,000 less, while manufacturing had over 1 million 
fewer. 


In comparison to the recovery from the 2001 recession, 
the severity of the recent recession can be observed at 
the major sector level. For example, both the 
professional and business services sector and the leisure 
and hospitality sector required one more year to recover 
PCE-related employment in the latest recession than in 


 
 







the 2001 recession. Furthermore, PCE-related jobs in 
retail trade had not recovered as of 2012—five years 
after the recession began—while they required four 
years to recover from the 2001 recession. PCE-related 
jobs in wholesale trade hadn’t recovered as of 2012 
either, while they took six years to recover after the 
2001 recession.  


PCE-related Employment by Detailed Industry: Table 5 
shows the detailed industries with the top 10 largest and 
most rapid consumer-related employment declines from 
2007 to 2010. All of the industries with the largest job 
declines were services like trade, finance, information 
services, and food services, with the exception of 
printing and related support activities. Seven of the 
industries with the largest PCE-related declines were 
among the industries that experienced the most 
employment declines in the overall economy, with the 
exception of private households, telecommunications, 
and printing and related support activities. Lower 
consumer spending correlated with the most PCE-
related job reductions in the retail trade industry, with 
614,800 fewer jobs.    


The 10 industries with the most rapid declines in PCE-
related jobs were all manufacturing industries. Several 
were involved in the housing and auto markets, such as 
motor vehicle body and trailer manufacturing (-49.2 
percent); motor vehicle parts manufacturing (-38.1 
percent); motor vehicle manufacturing (-38.0 percent); 
and veneer, plywood, and engineered wood product 
manufacturing (-37.9 percent). Six of the industries with 
the most rapid PCE-related job declines were also 
among the top ten industries with the most rapid 
declines in the overall economy. The remaining four 
industries with the most rapid job declines for the 
overall economy were all investment-related in the 
construction industry. (Note that some of the industries 
that shed jobs most quickly with lower consumer 
demand already had a low base of consumer-related 
employment to begin with).  


Table 5 also shows the detailed industries with the 
largest and most rapid gains in consumer-related 
employment during the latest recession. Industries that 
gained the most jobs related to consumer spending were 
typically health care or education related. Health care 
and education jobs were also among the fastest for both 
consumer-related employment and total employment.  


Table 6 ranks the top 20 detailed industries that were 
most dependent on consumer spending in 2010—
meaning industries with the highest ratio of PCE-related 
jobs to total jobs—and how they fared during the recent 
recession. With the exception of beverage 
manufacturing, all industries most dependent on 


consumers were service-providing industries. Just over 
half of the most consumer-dependent industries gained 
jobs between 2007 and 2010, many because they are in 
the health care and education fields. Other heavily 
dependent industries with higher income elasticities of 
demand, like recreation and personal services industries, 
experienced declines associated with lower consumer 
spending in the recession.  


The industry composed of grantmaking, giving services, 
and social advocacy organizations is also heavily 
dependent on PCE. Most PCE in this industry comes 
from the final consumption expenditures of non-profit 
institutions serving households. PCE-related 
employment grew 13.0 percent between 2007 and 2010 
for this industry, among the fastest growing industries 
for both consumer-related and total employment during 
this time frame. Employment and spending growth in 
this industry dissipated as the weak recovery of the 
recession set in through 2011 and 2012.  


Long-run Trends: The recent recession had a notable 
impact on two long-run trends relating to employment 
and consumer spending: first, the increased percent of 
PCE-related jobs devoted to health care; and second, the 
decline of PCE-related manufacturing jobs.  


The percent of PCE-related jobs in the health care and 
social assistance industry increased relative to other 
sectors during the 2007-09 recession, rising from 17.4 
percent in 2007 to 19.3 percent in 2010 as other sectors 
were impacted by the recession and baby boomers 
continued to age (chart 11 and table 4). On the other 
hand, the percent of PCE-related jobs in the retail 
industry hovered around 16.5 percent. In 2011 and 
2012, as employment began to recover in other sectors, 
the rise of health care jobs supported by consumers 
stabilized. With aging baby boomers, however, upward 
employment pressure will likely continue for this 
industry (see projections section).  


The recession also impacted the decline of PCE-related 
manufacturing jobs. Consumers—who support over 40 
percent of all U.S. manufacturing jobs—have increased 
spending towards U.S. manufacturing industries over 
the past several decades.41 Yet the number of jobs 
required to satisfy that demand has fallen due to 
productivity gains. The same pattern exists for all 
manufacturing jobs in the U.S. As seen in table 4, the 
latest recession heightened the decline of consumer-
supported employment in manufacturing industries 
between 2007 and 2010. Yet in 2011 and 2012, 
manufacturing jobs tied to consumption (and the overall 
economy) did not decline for the first time since 1998. 
Higher domestic demand for U.S. manufacturing 


 
 







industries appears to have softened the decline in those 
years (table 3).42  


Consumer spending: an engine of U.S. economic 
growth through 2022? 


Output:  BLS projects that the 2007-09 recession and 
other factors will impact the U.S. economic outlook 
through 2022.43,44 The aging of the population, lack of 
business investment in the recession, and high long-term 
unemployment are expected to place constraints on 
potential GDP growth. As such, U.S. GDP is not 
expected to attain the higher growth rates typically seen 
following recessions as the economy settles into a “new 
normal.” BLS projects that GDP will increase to $17.6 
trillion by 2022 at a 2.6 percent compound annual 
growth rate, slower than pre-recession growth rates 
(chart 4 and table 1).  


Consumer spending, like the total economy, is projected 
to experience slower growth than pre-recession rates as 
demographics shift and consumer behavior changes. As 
the baby boomers leave the labor force, their 
consumption is expected to decline and shift more 
towards services. In fact, BLS projects that 17.3 percent 
of the population will be aged over 65 by 2022 with 
58.6 million people, up from 13.3 percent (41.9 million) 
in 2012.45 In addition, the latest recession is expected to 
alter consumer behavior in the long-run with an 
expected personal savings rate of 3.7 percent in 2022, 
higher than pre-recession rates based on higher 
household net worth and reliance on credit.46 Per-capita 
real disposable income is also projected to grow more 
slowly than it did prior to the 2007-09 recession. It is 
expected to expand by 1.8 percent annually, faster than 
the 0.9 percent growth for 2002-2012, but short of the 
2.3 percent for 1992-2002.47    


In light of these factors, BLS projects that PCE will 
expand 2.6 percent annually between 2012 and 2022, 
growing at the same rate as the overall economy (chart 4 
and table 1). This differs from every 10-year time span 
since 1942, in which consumer spending grew faster 
than the overall economy did. The projected growth of 
PCE is more rapid than the 1.8 percent annual 
compound growth rate for 2002-2012, but slower than 
the swift 3.8 percent annual rate for 1992-2002 and the 
2.9 percent annual rate for 2002-2007. Consumers are 
projected to be responsible for 67.4 percent of all GDP 
growth, lower than previous decades where PCE 
accounted for 75.3 and 80.8 percent of growth for 1992-
2002 and 2002-2012, respectively.48 The distributional 
change is typical for post-recessionary periods, when 
investment revives to make other GDP components 
appear less significant. With the resurgence in 
investment, strong growth in exports, and the changing 


demographics of consumers, the decades-long rise of 
consumer spending as a percent of nominal GDP is 
expected to stabilize (chart 1). 


Employment:  Total employment is projected to reach 
149.8 million by 2022, adding 15.3 million more jobs at 
a 1.1 percent annual growth rate (chart 2 and table 2).49 
This growth rate is faster than the annual 0.3 percent 
rate between 2002 and 2012 that was dampened by the 
recession, but slower than the 1.8 percent achieved for 
1992-2002 and equivalent to the 1.1 percent for 2002-
2007. Over 90 percent of the new jobs are anticipated to 
be in services, with the remaining growth coming from 
the recovering construction industry. Nearly a third of 
job growth is projected to be in the health care and 
social assistance sector. 


Because the majority of jobs in services—which are 
expected to account for over 90 percent of new job 
growth—relate to PCE,50 consumers are projected to 
remain a stable force in the economy through 2022. The 
health care and social assistance sector alone, which is 
projected to supply nearly a third of new jobs, is 
overwhelmingly dependent on “consumers” by 
definition.51 By 2022 consumers are projected to 
support an additional 9.1 million jobs, or 59.7 percent of 
all job growth, with 94.7 million PCE-related jobs (see 
chart 2 and table 2). This represents 63.2 percent of 
projected U.S. employment in 2022, at the higher end of 
the stable historic range (chart 3). The percent of all 
jobs related to consumers tend to decline during times 
of economic expansion as investment-related 
employment increases in share (see chart 3); through 
2022, however, upward pressure exists for PCE-related 
employment with the growth of labor-intensive, 
consumer-dependent industries like health care. 


Like PCE, employment related to PCE is projected to 
grow slower than it did prior to the latest recession. 
Between 2012 and 2022, PCE-related employment is 
projected to grow 1.0 percent annually, slower than the 
1.5 percent for 1993-2007 and the 1.1 percent for 2002-
2007. PCE-related employment is also projected to 
grow at a slightly slower, though similar, rate as the 
projected 1.1 percent annual growth rate for all 
employment through 2022.  


In comparison to PCE-related employment, employment 
related to investment is projected to reach 17.4 million 
in 2022, growing 2.5 percent annually as it continues to 
recover from the recession. Export-related jobs are 
projected grow faster than any other GDP component, 
increasing 2.7 percent annually to reach 12.3 million in 
2022. For the public sector, employment related to the 
federal government is projected to decline, while 
employment related to state and local government is 


 
 







projected to grow 0.3 percent annually to reach 21.2 
million.  


Seven of the top 10 industries projected to have the 
largest growth through 2022 are largely dependent upon 
consumer spending, most notably health care-related 
industries, as seen in table 7. Consumer spending also 
plays a prominent role in 4 of the top 10 industries 
projected to experience the fastest growth through 2022 
as seen in table 8. The other fastest-growing industries 
in the overall economy are involved with construction 
as investment spending rebounds. Several of the top 
industries with expected large and rapid declines also 
depend largely on PCE, but not to the extent of those 
with large and rapid projected job gains do.  


Focusing on consumer-related employment, the Bureau 
projects employment to decline in goods-producing 
industries—mostly manufacturing—even though BLS 
anticipates more consumer demand for these industries. 
Goods-producing jobs related to PCE are expected to 
decline by 528,000 by 2022, or 1.0 percent annually, 
with continuous productivity gains in accordance to 
long-run trends (table 4). PCE-related employment in 
apparel manufacturing, miscellaneous manufacturing, 
textile mills, plastics product manufacturing, and 
printing and related support activities are expected to 
drive the decrease. However, like the overall economy, 
the decline of manufacturing jobs tied to domestic PCE 
is expected to slow in comparison to the past decade. 
Meanwhile, domestic consumer purchases from these 
industries are expected to grow 1.8 percent annually 
between 2012 and 2022 (table 3).  


The services sector is expected to account for virtually 
all consumer-related employment gains between 2012 
and 2022 (table 4). Domestic PCE for services are 
projected to grow 2.7 percent annually (table 3), while 
PCE-related employment in services is projected to 
grow 1.2 percent annually, adding 9.7 million more jobs 
by 2022. Six service industries will be responsible for 
most of the expected consumer-related jobs gains: 
health care and social assistance (+5.1 million to 21.4 
million); professional and business services (+1.5 
million to 11.6 million); leisure and hospitality (+1.1 
million to 14.0 million); retail trade (+805,400 to 14.9 
million); education (+653,500 to 3.9 million); and other 
services (+570,600 to 6.4 million). In total, consumer-
supported jobs in services are projected to reach 89.4 
million in 2022 and account for 94.5 percent of all PCE-
related jobs.  


Health care and social assistance jobs alone are 
anticipated to account for more than half of the total 
PCE-related employment gains between 2012 and 2022. 
This sector is projected to account for 22.6 percent of 


total consumer-supported jobs by 2022, a remarkable 
rise from the 14.7 percent that the sector claimed back 
in 1993 (chart 11 and table 4). Consumer-related 
employment in health care and social assistance is 
expected to increase both the most and the fastest of all 
sectors through 2022—a result of aging boomers and 
rising demand for health care. The rise of health care 
and social assistance jobs among consumer-supported 
employment reflects the economy as a whole, where 
this industry is projected to surpass state and local 
government in employment. As for spending, domestic 
consumption of health care and social assistance is 
projected to experience strong growth, increasing 3.2 
percent annually to reach $2.3 trillion (table 3).   


As remaining highlights of PCE-related employment in 
service sectors, information services and federal 
government (mostly Postal Service) jobs tied to PCE are 
expected to continue long-run employment declines. 
Utilities and wholesale trade jobs are also projected to 
decline over the 10-year horizon. Two industries that 
are projected to add PCE-related jobs are still not 
expected to completely recover from the latest recession 
by 2022: transportation and warehousing; and financial 
activities.   


85.1 MILLION JOBS WERE SUPPORTED BY 
CONSUMERS IN 2007, or 61.5 percent of all U.S. 
employment. By 2010, in the aftermath of the recession, 
consumer-related employment had declined by 3.2 
million to levels last seen in 2005. These declines 
accounted for over a third of total job losses between the 
2007 employment peak and the 2010 trough of the 
“Great Recession.” In 2010 alone, consumer-related job 
reductions accounted for the majority of job losses in 
the economy. Through 2011 and 2012, consumer-
related employment grew at rates similar to those in the 
late 1990s, though growth slowed slightly in 2012. 
Consumer-related employment recovered in 2012, or 
five years after the recession began—two years longer 
than the recovery from the 2001 recession required.   


Despite the historic decline in output and jobs, 
consumers displayed relative resilience in the 2007-09 
recession and recovery. This is consistent with other 
economic contractions, as PCE and its related 
employment tend to be less volatile than other GDP 
components. The percent of jobs tied to PCE climbed as 
investment-related employment fell to historically low 
levels. And in comparison to the overall economy, 
consumer spending and its related employment declined 
less severely and recovered sooner. The recovery and 
relative resilience of PCE was fueled in large part by 
industries that weren’t affected negatively by the latest 
recession: educational services; and the health care and 
social assistance industry.  


 
 







With changing demographics, the impact of the 2007-09 
recession, and increasing global exchange and growth, 
some wonder if U.S. consumers will be an “engine” for 
economic growth in the future. Through 2022, BLS 
projects that the rise of consumer spending as a percent 
of nominal U.S. GDP will stabilize, and that consumer 
spending will grow at the same pace as the overall 
economy with slower growth than seen in the past. 
However, the percent of employment related to PCE is 
projected to not deviate much from historical range as 
expenditures on traditionally labor-intensive services, 
like health care and social assistance, continue to rise. 


By 2022 BLS projects that consumers will be 
responsible for 70.5 percent of nominal U.S. GDP and 
63.2 percent of total U.S. employment, spending $12.4 
trillion to support more than 94.7 million jobs. 94.5 
percent of all PCE-related jobs are projected to be in 
services, and over half of PCE-related job growth is 
expected to occur in the health care and social 
assistance sector. Though PCE and its related 
employment are projected to grow slower than in the 
past and at rates similar to the overall economy, 
consumers are still expected to play a stable role in 
economic output and growth.  


 


 


 
 







 


 


Source: Bureau of Economic Analysis (BEA) and World Bank 1960-2012, U.S. Bureau of Labor 
Statistics (BLS) projected 2022 
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Note: Shaded regions are NBER-designated recessions. Recessions are determined quarterly,  
rather than annual as this data presents.  As a result, the recessions of 1980 and 1981-82 appear as 
one.   


Chart 1: Personal consumption expenditures (PCE) as percent of GDP,  
historical 1960-2012 and projected 2022  


Percent of U.S. GDP (left-axis) Percent of world GDP (right-axis)


 
 







 


 


Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 2: U.S. non-agricultural wage and salary employment, 


historical 1993-2012 and projected 2022 (thousands) 


Personal consumption expenditures (PCE) related Total


 
 







 


Source: U.S. Bureau of Labor Statistics (BLS) 
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Estimated 1977-1993 range by Pfleeger (1996): 60-64%  
Estimated 1985-2000 range by Toossi (2002): 61-63%  


Chart 3: PCE-related employment as percent of U.S. non-
agricultural wage and salary employment, historical 1993-


2012 and projected 2022 


 
 







 


Source: Bureau of Economic Analysis (BEA) 1942-2012, U.S. Bureau of Labor Statistics (BLS) 
projected 2012-2022 
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Chart 4: Real GDP and PCE Annual Growth 
Real GDP Real PCE


 
 







 


Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 5: Break-down of PCE-related employment, 
historical 1993-2012 and projected 2022 


Services-providing industries (left axis) Goods-producing industries (right axis)


 
 







 


Source: U.S. Bureau of Economic Analysis (BEA) (2013) 
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Chart 6: PCE in the 2007-09 recession and recovery, 
billions of chained 2005 dollars (quarterly) 


 
 







 


Source: U.S. Bureau of Economic Analysis (BEA) (2013) 
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Chart 7: Real GDP, normalized to 2007:Q4 levels (quarterly) 
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Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 8: Employment related to each GDP component,  
normalized to 2007 levels (annual) 
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Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 9: Employment related to GDP component,  


net change from previous year (thousands) 
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Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 10: Distribution of 2007-10 job loss by final demand 
component, (annual basis, less federal government-related gains) 
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Source: U.S. Bureau of Labor Statistics (BLS) 
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Chart 11: Percent of PCE-related employment by major sector, 
historical 1993-2012 and projected 2022 
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Table 1: Real GDP by component, 2007-2012 and projected 2022 


GDP component 


Billions of chained 2005 dollars 
Annual rate of 


change  


Contribut
ion to 


percent 
change in 
real GDP 


2007 2008 2009 2010 2011 2012 2022 2012-22 2012-22 


Total GDP 
 $  
13,206.4  


 $  
13,162.0  


 $  
12,757.9  


 $  
13,063.0  


 $  
13,299.2  


 $  
13,593.3  


$17,58
4.2  2.6 2.6 


PCE 
      
9,262.9  


      
9,211.7  


      
9,032.6  


      
9,196.1  


      
9,428.8  


      
9,603.3  


12,380.
1  2.6 1.8 


   Durable goods 
      
1,232.5  


      
1,171.9  


      
1,109.2  


      
1,178.3  


      
1,262.6  


      
1,361.0  1,935.7  3.6 0.3 


   Nondurable goods 
      
2,042.9  


      
2,019.1  


      
1,982.8  


      
2,029.4  


      
2,075.2  


      
2,094.5  2,556.6  2.0 0.3 


   Services 
      
5,990.2  


      
6,017.0  


      
5,930.6  


      
5,987.6  


      
6,101.5  


      
6,176.6  7,973.1  2.6 1.2 


Gross Private 
Investment 


      
2,159.5  


      
1,939.8  


      
1,458.1  


      
1,658.1  


      
1,744.0  


      
1,914.4  3,038.2  4.7 0.7 


Exports 
      
1,554.5  


      
1,649.3  


      
1,498.7  


      
1,665.6  


      
1,776.9  


      
1,837.4  3,117.7  5.4 0.8 


Imports 1 
      
2,203.3  


      
2,144.0  


      
1,853.8  


      
2,085.2  


      
2,184.9  


      
2,238.1  3,296.8  3.9 -0.7 


Federal Government 
         
906.1  


         
971.1  


      
1,030.6  


      
1,076.8  


      
1,047.0  


      
1,024.1  861.6  -1.7 -0.1 


State & Local 
Government 


      
1,528.1  


      
1,528.1  


      
1,561.8  


      
1,534.1  


      
1,482.0  


      
1,461.7  1,615.1  1.0 0.1 


Residual 2  -1.4 6.0 29.9 17.6 5.3 -9.5 -131.7 -- -- 


          1 Imports are subtracted from the other components of GDP because they are not produced in the United 
States. 


  2 The residual is calculated as real gross domestic product, plus imports, less other 
components. 


    Source: U.S. Bureau of Ecnomic Analysis (BEA) (2013) and U.S. Bureau of Labor Statistics 
(BLS)  


 


    


 


 


 
 







Table 3: Domestic (import-adjusted) PCE  


Industry 


Billions 2005 constant dollars1 
Percent 
change 


Annual 
percent change 


2007 2008 2009 2010 2011 2012 2022 2007-10 2012-22 


All industries 
 $  
8,723.8  


 $  
8,684.0  


 $  
8,561.2  


 $  
8,708.4  


 $  
8,950.7  


 $  
9,137.1  


 $ 
11,860.2  -0.2 2.6 


     Goods-
producing 1,054.3 1,014.4 1,013.1 996.5 1,031.2 1,063.5 1,273.7 -5.5 1.8 


Mining < 0.1 0.1 0.1 < 0.1 < 0.1 < 0.1 0.1 <0.1 1.6 


Construction 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -- -- 


Manufacturing 1,054.3 1,014.4 1,013.1 996.4 1,031.2 1,063.5 1,273.7 -5.5 1.8 


     Services-
providing  7,669.5 7,669.6 7,548.1 7,711.9 7,919.5 8,073.6 10,586.5 0.6 2.7 


Utilities 215.3 211.2 213.6 216.9 212.3 207.7 252.8 0.7 2.0 


Wholesale trade 381.8 386.7 345.4 374.7 406.1 418.5 544.4 -1.8 2.7 


Retail trade 1,029.4 1,000.3 982.5 1,059.2 1,100.0 1,148.5 1,572.5 2.9 3.2 


Transportation 
and warehousing 205.1 197.7 189.4 183.5 189.0 189.9 247.3 -10.5 2.7 


Information 405.5 418.8 415.0 438.9 471.3 482.7 721.3 8.2 4.1 


Financial 
activities 1,111.3 1,110.6 1,058.7 1,070.4 1,081.5 1,092.2 1,394.9 -3.7 2.5 


Professional and 
business services 200.0 200.5 190.7 190.5 190.0 195.9 238.5 -4.7 2.0 


Educational  
services 226.8 230.7 232.3 237.0 244.8 249.7 300.5 4.5 1.9 


Health care and 
social assistance 1,531.5 1,578.5 1,609.0 1,633.4 1,691.8 1,719.3 2,346.0 6.7 3.2 


Leisure and 
hospitality 734.0 727.2 695.3 712.9 737.1 761.4 920.4 -2.9 1.9 


Other services  459.5 455.0 422.6 422.2 429.9 439.4 548.6 -8.1 2.2 


Federal 
government  6.4 6.0 5.5 5.0 4.6 4.4 3.0 -20.3 -3.5 


State and local 
government 52.1 52.0 53.4 53.0 53.4 55.4 69.5 1.7 2.3 


Special 
industries2 1,110.7 1,094.5 1,134.6 1,114.2 1,107.6 1,108.7 1,426.7 0.3 2.6 


          1 For convenience, industry figures have been summed rather than chain-weighted.   


 
 







2 Special industries impact GDP but do not lead to employment, such as imputed rent of owner-occupied dwellings. 


Figures may not add due to rounding. 


Source: U.S. Bureau of Labor Statistics (BLS) 


Table 4: Consumer-related employment  


Industry 


Thousands 
Chan


ge   


Perce
nt 


chang
e 


Chan
ge 


Annu
al 


perce
nt 


chang
e 


2007 2008 2009 2010 2011 2012 2022 
2007-


10 
2007-


10 
2012-


22 
2012-


22 


All industries 
85,144.


0 
85,136.


4 
82,971.


5 
81,982.


0 
83,839.


3 
85,505.


8 
94,650.


1 


-
3,162.


0 -3.7 
9,144.


3 1.0 


     Goods-producing 6,983.8 6,723.3 6,267.7 5,744.8 5,880.6 5,761.9 5,233.8 


-
1,238.


9 -17.7 -528.1 -1.0 


Mining 186.5 192.7 188.5 176.8 180.4 183.1 175.7 -9.7 -5.2 -7.4 -0.4 


Construction 638.9 640.7 654.2 557.4 586.9 457.8 510.8 -81.5 -12.8 53.0 1.1 


Manufacturing 6,158.4 5,890.0 5,425.1 5,010.7 5,113.3 5,121.0 4,547.3 


-
1,147.


7 -18.6 -573.7 -1.2 


     Services-providing  
78,160.


3 
78,413.


1 
76,703.


8 
76,237.


2 
77,958.


6 
79,743.


9 
89,416.


3 


-
1,923.


1 -2.5 
9,672.


4 1.2 


Utilities 439.6 437.8 452.6 447.1 452.0 456.6 402.6 7.5 1.7 -53.9 -1.2 


Wholesale trade 3,432.2 3,324.8 3,340.3 3,073.6 3,150.1 3,197.4 3,090.9 -358.7 -10.5 -106.4 -0.3 


Retail trade 
14,147.


0 
14,212.


0 
13,727.


8 
13,532.


1 
13,887.


0 
14,089.


0 
14,894.


4 -614.8 -4.3 805.4 0.6 


Transportation and 
warehousing 2,776.0 2,752.0 2,689.4 2,562.3 2,649.6 2,716.1 2,773.1 -213.7 -7.7 57.0 0.2 


Information 2,150.2 2,130.6 1,998.8 1,928.0 1,913.0 1,904.6 1,827.3 -222.2 -10.3 -77.2 -0.4 


Financial activities 6,957.1 6,949.8 6,635.9 6,526.5 6,508.1 6,532.8 6,787.9 -430.6 -6.2 255.1 0.4 


Professional and 
business services 


10,035.
1 9,778.5 8,999.9 9,145.6 9,751.8 


10,181.
2 


11,639.
2 -889.5 -8.9 


1,458.
0 1.3 


Educational  services 2,823.4 2,953.4 3,020.8 3,076.7 3,188.2 3,294.0 3,947.5 253.3 9.0 653.5 1.8 


Health care and social 
assistance 


14,779.
9 


15,148.
4 


15,563.
6 


15,849.
6 


15,980.
6 


16,340.
9 


21,414.
3 


1,069.
7 7.2 


5,073.
4 2.7 


Leisure and hospitality 
12,352.


3 
12,388.


6 
12,067.


4 
12,051.


4 
12,372.


2 
12,855.


1 
13,960.


7 -300.9 -2.4 
1,105.


6 0.8 


 
 







Other services  5,828.3 5,861.8 5,703.0 5,629.4 5,717.5 5,791.7 6,362.4 -198.9 -3.4 570.6 0.9 


Federal government  646.9 649.0 635.6 586.0 567.0 551.4 394.0 -61.0 -9.4 -157.4 -3.3 


State and local 
government 1,792.2 1,826.5 1,868.5 1,828.9 1,821.4 1,833.0 1,921.8 36.7 2.0 88.8 0.5 


Special industries1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -- -- 0 -- 


            1 Special industries impact GDP but do not lead to employment, such as imputed rent of owner-occupied dwellings. 


   Figures may not add due to rounding. 


Source: U.S. Bureau of Labor Statistics (BLS) 


Table 5: Changes in consumer-related employment, 2007-10 


Largest declines 
Level 
change 


 


Most rapid declines1 
Percentage 
change 


Retail trade* -614,832.0 


 


Motor vehicle body and trailer manufacturing* -49.2 


Employment services* -588,033.2 


 


Ship and boat building -45.1 


Wholesale trade* -358,650.5 


 


Navigational, measuring, electromedical, and 
control instruments manufacturing -40.3 


Monetary authorities, credit intermediation, and related 
activities* -238,303.3 


 


Spring and wire product manufacturing -38.2 


Food services and drinking places* -158,387.7 


 


Motor vehicle parts manufacturing* -38.1 


Private households -146,000.0 


 


Motor vehicle manufacturing* -38.0 


Newspaper, periodical, book, and directory publishers* -109,163.2 


 


Veneer, plywood, and engineered wood product 
manufacturing* -37.9 


Telecommunications -102,228.8 


 


Other transportation equipment manufacturing -37.3 


Truck transportation* -99,067.7 


 


Manufacturing and reproducing magnetic and 
optical media* -37.2 


Printing and related support activities -89,840.5 


 


Audio and video equipment manufacturing* -36.8 


Largest gains 
Level 
change 


 


Most rapid gains1 
Percentage 
change 


Hospitals* 303,347.9 


 


Federal enterprises except the Postal Service and 
electric utilities* 2  20.0 


Junior colleges, colleges, universities, and professional 
schools* 176,005.8 


 


Home health care services* 18.8 


Home health care services* 171,147.8 


 


Individual and family services* 16.2 


Individual and family services* 168,949.7 


 


Grantmaking and giving services and social 
advocacy organizations* 13.0 


 
 







Offices of health practitioners* 163,748.7 


 


Outpatient,  laboratory, and other ambulatory 
care services* 12.8 


Nursing and residential care facilities* 149,089.3 


 


Junior colleges, colleges, universities, and 
professional schools* 12.0 


Outpatient,  laboratory, and other ambulatory care 
services* 120,412.5 


 


Software publishers 11.5 


Religious organizations 70,754.0 


 


Other educational services* 11.4 


Other educational services* 60,756.8 


 


Hospitals 7.1 


Local government enterprises except passenger transit 44,499.8 


 


Nursing and residential care facilities 5.4 


     * Also listed among the top 10 industries that changed in the total economy.  


1 Note that industries with rapid gains or losses may have low PCE-related employment, hence small absolute changes translate to large 
percentage changes. 


2 Federal enterprises are typically intermediate services, like the National Flood Insurance Program. 


Source: U.S. Bureau of Labor Statistics (BLS) 


 


Table 6: Industries most dependent on consumer spending 


Detailed industry 
Percent of total employment 
related to PCE (2010) 


PCE-related employment change 
(thousands), 2007-10  Percentage change, 2007-10 


Private households 100.0 -146.0 -18.0 


Personal care services 99.9 -7.2 -1.2 


Home health care services 99.9 171.1 18.8 


Religious organizations 99.8 70.8 4.4 


Grantmaking and giving services and 
social advocacy organizations 99.8 43.6 13.0 


Museums, historical sites, and similar 
institutions 99.5 -2.1 -1.6 


Individual and family services 99.2 168.9 16.2 


Elementary and secondary schools 98.9 16.6 2.0 


Hospitals 98.2 303.3 7.1 


Outpatient,  laboratory, and other 
ambulatory care services 98.1 120.4 12.8 


Death care services 98.1 -3.5 -2.6 


Child day care services 98.0 -0.9 -0.1 


 
 







Funds, trusts, and other financial 
vehicles 98.0 -3.0 -3.4 


Community and vocational 
rehabilitation services 97.7 -6.1 -1.2 


Insurance carriers 97.4 42.4 3.1 


Junior colleges, colleges, universities, 
and professional schools 97.4 176.0 12.0 


Amusement, gambling, and recreation 
industries 96.8 -53.1 -3.8 


Other educational services 96.1 60.8 11.4 


Offices of health practitioners 95.9 163.7 4.7 


Beverage manufacturing 95.3 -9.7 -5.7 


    Source: U.S. Bureau of Labor Statistics (BLS)    


 


Table 7: Industries with the Largest Wage and Salary Employment Growth and Declines 


 


Industry Description 
Thousands of Jobs Change Compound Annual 


Rate of Change 


Percent of 
Employment Related 


to PCE  


2012 2022 2012 - 22 2012 - 22 2012 


Largest Growth 


Construction  5640.9 7263.0 1622.1 2.6 8.1 


Offices of health practitioners  3968.0 5193.8 1225.8 2.7 96.4 


Retail trade  14875.3 15966.2 1090.9 0.7 94.7 


Food services and drinking places  9963.3 10851.5 888.2 0.9 94.1 


Hospitals, private  4791.0 5605.8 814.8 1.6 95.5 


Employment services  3147.9 3929.6 781.7 2.2 67.7 


Nursing and residential care facilities  3193.5 3954.2 760.7 2.2 93.0 


Home health care services  1198.6 1914.3 715.7 4.8 99.9 


Individual and family services  1311.4 2022.9 711.5 4.4 99.4 


Computer systems design and related services  1620.3 2229.0 608.7 3.2 20.3 


Outpatient,  laboratory, and other ambulatory care 
services  1151.4 1673.7 522.3 3.8 98.1 


Wholesale trade  5672.8 6143.2 470.4 0.8 56.4 


 
 







Management, scientific, and technical consulting 
services  1121.1 1577.1 456.0 3.5 60.0 


General Local government educational services 
compensation  7779.3 8233.7 454.4 0.6 0.0 


Junior colleges, colleges, universities, and professional 
schools  1763.2 2196.6 433.4 2.2 98.2 


Services to buildings and dwellings  1829.6 2109.0 279.4 1.4 74.3 


Architectural, engineering, and related services  1323.3 1595.5 272.2 1.9 23.2 


Child day care services  855.5 1052.0 196.5 2.1 98.7 


Securities, commodity contracts, and other financial 
investments and related activities  814.4 1001.0 186.6 2.1 76.7 


Accommodation  1817.0 1998.8 181.8 1.0 88.2 


Largest Declines 


General Federal non-defense government 
compensation  1556.6 1376.3 -180.3 -1.2 0.0 


Postal Service  611.2 442.1 -169.1 -3.2 76.5 


Newspaper, periodical, book, and directory publishers  451.8 346.8 -105.0 -2.6 76.9 


Apparel manufacturing  148.1 62.3 -85.8 -8.3 73.9 


State government enterprises  499.5 442.0 -57.5 -1.2 88.6 


Other miscellaneous manufacturing  268.4 211.1 -57.3 -2.4 54.2 


Air transportation  458.3 406.2 -52.1 -1.2 75.0 


Textile mills and textile product mills  234.6 183.1 -51.5 -2.4 63.9 


Telecommunications  858.0 807.0 -51.0 -0.6 78.8 


Electric power generation, transmission and 
distribution  396.8 350.6 -46.2 -1.2 83.2 


General Federal defense government compensation  550.4 505.1 -45.3 -0.9 0.0 


Couriers and messengers  532.9 488.9 -44.0 -0.9 57.4 


Computer and peripheral equipment manufacturing  158.6 118.7 -39.9 -2.9 24.9 


Plastics product manufacturing  515.9 476.6 -39.3 -0.8 50.4 


Navigational, measuring, electromedical, and control 
instruments manufacturing  400.4 367.3 -33.1 -0.9 5.3 


Semiconductor and other electronic component 
manufacturing  384.4 353.2 -31.2 -0.8 19.9 


Aerospace product and parts manufacturing  497.4 466.5 -30.9 -0.6 4.7 


Communications equipment manufacturing  109.5 78.6 -30.9 -3.3 12.3 


 
 







Printing and related support activities  462.1 434.0 -28.1 -0.6 65.8 


Metalworking machinery manufacturing  177.1 153.8 -23.3 -1.4 11.0 


     


 


Source: U.S. Bureau of Labor Statistics (BLS) 


  


Table 8: Industries with the Fastest Growing and Most Rapidly Declining Wage and Salary Employment 


 


Industry Description 
Thousands of Jobs Change Compound Annual 


Rate of Change 


Percent of 
Employment 


related to PCE 


2012 2022 2012 - 2022 2012 - 2022 2012 


Fastest Growing 


Home health care services  1,198.6 1,914.3 715.7 4.8 99.9 


Individual and family services  1,311.4 2,022.9 711.5 4.4 99.4 


Outpatient,  laboratory, and other ambulatory care 
services  1,151.4 1,673.7 522.3 3.8 98.1 


Management, scientific, and technical consulting services  1,121.1 1,577.1 456.0 3.5 60.0 


Computer systems design and related services  1,620.3 2,229.0 608.7 3.2 20.3 


Cement and concrete product manufacturing  161.6 218.9 57.3 3.1 31.5 


Office administrative services  426.4 571.3 144.9 3.0 63.2 


Offices of health practitioners  3,968.0 5,193.8 1,225.8 2.7 96.4 


Veneer, plywood, and engineered wood product 
manufacturing  63.8 83.5 19.7 2.7 38.0 


Facilities support services  125.8 164.4 38.6 2.7 37.9 


Construction  5,640.9 7,263.0 1,622.1 2.6 8.1 


Commercial and industrial machinery and equipment 
rental and leasing  132.2 167.1 34.9 2.4 44.5 


Software publishers  286.0 359.1 73.1 2.3 30.5 


Other professional, scientific, and technical services  609.5 761.0 151.5 2.2 70.1 


Employment services  3,147.9 3,929.6 781.7 2.2 67.7 


Junior colleges, colleges, universities, and professional 
schools  1,763.2 2,196.6 433.4 2.2 98.2 


Nursing and residential care facilities  3,193.5 3,954.2 760.7 2.2 93.0 


Other educational services  671.5 830.3 158.8 2.1 97.1 


 
 







Funds, trusts, and other financial vehicles  86.8 107.3 20.5 2.1 98.6 


Child day care services  855.5 1,052.0 196.5 2.1 98.7 


Securities, commodity contracts, and other financial 
investments and related activities  814.4 1,001.0 186.6 2.1 76.7 


Most Rapidly Declining 


Apparel manufacturing  148.1 62.3 -85.8 -8.3 73.9 


Leather and allied product manufacturing  29.4 18.5 -10.9 -4.5 64.7 


Communications equipment manufacturing  109.5 78.6 -30.9 -3.3 12.3 


Postal Service  611.2 442.1 -169.1 -3.2 76.5 


Computer and peripheral equipment manufacturing  158.6 118.7 -39.9 -2.9 24.9 


Spring and wire product manufacturing  41.6 31.3 -10.3 -2.8 29.0 


Newspaper, periodical, book, and directory publishers  451.8 346.8 -105.0 -2.6 76.9 


Hardware manufacturing  25.0 19.4 -5.6 -2.5 32.3 


Textile mills and textile product mills  234.6 183.1 -51.5 -2.4 63.9 


Other miscellaneous manufacturing  268.4 211.1 -57.3 -2.4 54.2 


Glass and glass product manufacturing  80.0 64.0 -16.0 -2.2 50.3 


Sugar and confectionery product manufacturing  66.8 53.5 -13.3 -2.2 88.9 


Pulp, paper, and paperboard mills  108.2 86.8 -21.4 -2.2 59.4 


Pesticide, fertilizer, and other agricultural chemical 
manufacturing  


36.8 29.8 -7.0 -2.1 
53.8 


Manufacturing and reproducing magnetic and optical 
media  


21.0 17.2 -3.8 -2.0 
44.1 


Pipeline transportation  43.9 36.1 -7.8 -1.9 59.8 


Audio and video equipment manufacturing  19.9 16.4 -3.5 -1.9 41.9 


Natural gas distribution  109.7 92.1 -17.6 -1.7 77.3 


Other chemical product and preparation manufacturing  80.8 67.9 -12.9 -1.7 37.0 


      Source: U.S. Bureau of Labor Statistics (BLS) 


  


1 For example, see Toossi, Mitra (2002), “Consumer 
spending: an engine for U.S. job growth,” Monthly Labor 
Review.  


2 Bureau of Economic Analysis (BEA). BEA data from 
March 2013 does not include the National Income and 
Product Account (NIPA) comprehensive revision from July 
2013. With the revision, consumer spending as a percent of 
GDP is now slightly lower. To be consistent with data used 
for the 2012-2022 Employment Projections, BEA’s March 
2013 data is used for the rest of this paper. 
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3 World Bank (March 2013).  
4 The terms "consumer-supported" or "consumer-related" 
employment are preferred to "consumer-generated" 
employment in this paper, in contrast to past BLS 
publications. See methodology section for more details. 
5 Employment throughout the rest of this paper will be non-
agricultural wage and salary employment only.  
6 The National Bureau of Economic Research (NBER) is 
the official arbiter of recessions. See www.nber.org/cycles 
for historical recession dates. See endnote 16 for 
employment details.  
7 See De Nardi, Mariacristina, Eric French, and David 
Benson (2011). "Consumption and the Great Recession."  
NBER Working Paper 17688 and endnote 2.  
8 Federal Reserve Economic Data (FRED) downloaded 
March 2013 and Federal Reserve Bank of New York 
(2013): "The Financial Crisis at the Kitchen Table: Trends 
in Household Debt and Credit."  
9 For example, see speech by Janet L. Yellen as Vice Chair 
of the Federal Reserve Board (February 11, 2013): “A 
Painfully Slow Recovery for America’s Workers: Causes, 
Implications, and the Federal Reserve’s Response.”  
10 For example, see “The Aftermath of Financial Crises” 
(Reinhart and Rogoff, 2009); “Goods, Services, and the 
Pace of Economic Recovery” (Olney and Pacitti, 2013); 
“Has Economic Policy Uncertainty Hampered the 
Recovery?” (Baker, Bloom, and Davis, 2012); and “A 
Rising Natural Rate of Unemployment: Transitory or 
Permanent?” (Daly, et. al, 2011).  
11 See statement by Ben Bernanke before the Joint 
Economic Committee (2011). 
12  See Emmons (2012), St. Louis Federal Reserve: "Don't 
Expect Consumer Spending To Be the Engine of Economic 
Growth It Once Was" and Madigan (2013), Wall Street 
Journal: "Sorry, World, U.S. Consumers Can't Save You."   
13  For example, see: De Nardi et al., op. cit.; Emmons op. 
cit.; and "Consumption in the Great Recession" (2012) by 
The Russell Sage Foundation and The Stanford Center on 
Poverty and Inequality.  
14 For a review of industry employment in the latest 
recession for the whole economy, see Goodman and Mance 
(2011), “Employment loss and the 2007-09 recession: an 
overview,” Monthly Labor Review.   
15 BLS projections cover a 10-year period. BLS assumes a 
full-employment economy for the target year of the 
projections based on structural economic trends, and does 
not attempt to predict fluctuations in the business cycle. In 
a full-employment economy, any unemployment is 
frictional—meaning it is attributable to workers 
transitioning between jobs. 
16 The 8.7 million job decrease between 2007 and 2010 is 
calculated on an annual basis and does not include federal 
government-related employment increases. The annual 


figure was selected because consumer-related employment 
is only available on an annual basis. This differs from the 
net 8.8 million job decline on a monthly basis between 
December 2007 and February 2010 calculated from Current 
Employment Statistics (CES) and the Current Population 
Survey (CPS) of BLS, the monthly employment peak and 
trough range. The monthly figure is calculated using total 
nonfarm payroll employment plus private household 
employment less logging. Monthly figures are seasonally 
adjusted except for private household employment, which 
is only available on a non-seasonally adjusted basis.  
17 Medical care paid on behalf of households by third-
parties, like employers and the government, is included in 
health care consumer spending. Health insurance paid by 
third-parties is not included in health care consumer 
spending, but in consumer spending on financial activities. 
The social assistance component of the aggregate health 
care and social assistance sector includes individual and 
family services; community and vocational rehabilitation 
services; and child day care services.  
18 For higher education, consumer spending includes both 
public and private tuition and fees. See Chapter 5 of BEA 
(2009): Concepts and Methods of the U.S. National Income 
and Product Accounts.  
19 Using the method described in endnote 16 to estimate 
monthly employment, April 2014 total non-agricultural 
wage and salary employment was 139.1 million, 
approximately equal to December 2007. Calculated using 
preliminary data retrieved on June 2, 2014.   
20 See Chapter 5 of BEA (2009): Concepts and Methods of 
the U.S. National Income and Product Accounts and 
endnote 25.   
21 Eliminating imports does not, however, remove the 
positive employment impact that imports have on the 
transportation and trade (retail and wholesale) sectors in the 
data set.  
22 BLS assumes that the employment requirements table for 
the whole economy holds for individual GDP components.  
23 Direct employment is employment in industries that 
produce final goods or services. Indirect employment 
measures employment in industries that supply inputs to 
industries which produce the final product. People 
employed both directly and indirectly will spend a majority 
of their earned income on consumption, which further 
supports employment. The latter type of employment, 
called "induced employment," is not measured by BLS.  
24 See endnote 2.  
25 See Mayerhauser, Nicole (2013), “Inside Look at U.S. 
Consumers,” BEA on CSPAN. Also see endnote 20.  
26 Author’s estimation with methodology used in 
Mayerhauser (2013). Use of older BEA data to be 
consistent with BLS employment projections leads to 
slightly different 2012 estimates than Mayerhauser (2013). 
All data from March 2013, with the exception of 2012 
estimates for in-kind social benefits and employer 
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contributions for health insurance and workers' 
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28  See Walden, Michael L. (March 2013): “Where did we 
indulge? Consumer spending during the asset boom,” 
Monthly Labor Review.  
29 See Toossi (2002) and Pfleeger, Janet (1996), “U.S. 
consumers: which jobs are they creating?” Monthly Labor 
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also included self-employment plus unpaid family 
employment in her definition of employment.  
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equipment, and software (see Chapter 6 of BEA (2009): 
Concepts and Methods of the U.S. National Income and 
Product Accounts). All trade-related employment is 
essentially tied to exports, with import-related employment 
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back to 1993.  
32 Note that investment began to decline in 2007 from its 
2006 peak.  
33  De Nardi et al., op. cit. and the Russell Sage 
Foundation/Stanford Center on Poverty and Inequality, op. 
cit.  
34 Van Zandweghe, Willem and John Carter Braxton 
(2013), “Has Durable Goods Spending Become Less 
Sensitive to Interest Rates?” Federal Reserve Bank of 
Kansas City.  
35 See endnote 16.  
36 Note that investment, exports, and government-related 
employment experienced peaks and troughs at different 
times than PCE—hence why job declines by component for 
2007-2010 differs from their respective individual peak-to-
trough declines.  
37  De Nardi et al., op. cit.  
38  De Nardi et al., op. cit.  
39 See National Student Clearinghouse Research Center and 
Indiana University (July 2011): “National Postsecondary 
Enrollment Trends Before, During, and After the Great 
Recession.”  
40 Figures differ from table 4 due to rounding.  
41 BLS estimates that domestic consumer demand for U.S. 
manufactured goods increased from $852.8 billion in 1993 


to $1.1 trillion in 2012. Contact author for complete 
historical time series.   
42 Contact author for complete 1993-2012 time series for 
domestic PCE on U.S. manufacturing and the related 
employment to observe the long-term spending and 
employment interaction.  
43 See Woodward, Maggie (2013), "The U.S. economy to 
2022: settling into a new normal," Monthly Labor Review.  
44 See endnote 15.  
45 See Toossi, Mitra (2013), "Labor force projections to 
2022: the labor force participation rate continues to 
fall," Monthly Labor Review.  
46 Woodward (2013), op cit.  
47 Ibid.  
48 Ibid. Estimates differ from table 1 due to rounding.   
49 See Henderson, Richard L. (2013), "Industry 
employment and output projections to 2022," Monthly 
Labor Review.  
50 In 2012, 68.7 percent of services jobs were consumer-
related.  
51 See endnote 17. In 2012, 96.3 percent of all jobs in the 
health care and social assistance sector were consumer-
related.  


 


 
 


                                                                                                                                                                              



http://www.bls.gov/opub/mlr/2013/04/art3full.pdf

http://www.bls.gov/opub/mlr/2013/04/art3full.pdf

http://www.bls.gov/opub/mlr/1996/06/art2full.pdf

http://www.bls.gov/opub/mlr/1996/06/art2full.pdf

http://www.bea.gov/national/pdf/NIPAhandbookch6.pdf

http://www.bea.gov/national/pdf/NIPAhandbookch6.pdf

http://www.kc.frb.org/publicat/econrev/pdf/13q4VanZandweghe-Braxton.pdf

http://www.kc.frb.org/publicat/econrev/pdf/13q4VanZandweghe-Braxton.pdf

http://nscresearchcenter.org/wp-content/uploads/NSC_Signature_Report_1.pdf

http://nscresearchcenter.org/wp-content/uploads/NSC_Signature_Report_1.pdf

http://nscresearchcenter.org/wp-content/uploads/NSC_Signature_Report_1.pdf

http://www.bls.gov/opub/mlr/2013/article/the-U-S-economy-to-2022-settling-into-a-new-normal-1.htm

http://www.bls.gov/opub/mlr/2013/article/the-U-S-economy-to-2022-settling-into-a-new-normal-1.htm

http://www.bls.gov/opub/mlr/2013/article/labor-force-projections-to-2022-the-labor-force-participation-rate-continues-to-fall-1.htm

http://www.bls.gov/opub/mlr/2013/article/labor-force-projections-to-2022-the-labor-force-participation-rate-continues-to-fall-1.htm

http://www.bls.gov/opub/mlr/2013/article/labor-force-projections-to-2022-the-labor-force-participation-rate-continues-to-fall-1.htm

http://www.bls.gov/opub/mlr/2013/article/industry-employment-and-output-projections-to-2022-1.htm

http://www.bls.gov/opub/mlr/2013/article/industry-employment-and-output-projections-to-2022-1.htm



		Consumers: still an engine for U.S. economic growth?

		Methodology

		Pre-recession Trends

		Consumers and U.S. Employment, 2007-2012

		Detailed PCE-related Employment, 2007-2012

		Consumer spending: an engine of U.S. economic growth through 2022?





Stephanie Hugie-Barello, U.S. Bureau of Labor Statistics
File Attachment
ConsumerSpendingandEmployment_Hugie Barello_FFC2014.pdf

vhamiwschelk
Highlight

vhamiwschelk
Highlight



Techniques in Forecasting 

Session Chair: Maggie Woodward, U.S. Bureau of Labor Statistics 

Evaluating ARIMA Models to Project International Services Trade Accounts 
Benjamin Bridgman, Alexis Grimm and Ryan Howley, U.S. Bureau of Economic Analysis 

The Bureau of Economic Analysis publishes certain statistics prior to receiving all source data, necessitating 
forecasts. We explore whether time series modeling techniques could replace current methods for forecasting 
international services accounts. This paper focuses on two series:  royalties and license fees and overseas travelers, a 
component used to calculate international travel expenditures. While we find time series models to forecast the 
number of overseas travelers show promise, our work has also exposed difficulties in evaluating forecasting 
performance when there are changes in the definitions of series and in the instruments used to collect source data.  

Forecasting a Large Number of Series: A Visual Excursion through Organization, Segmentation, and 
Hierarchies  
Michele Trovero, SAS Institute Inc. 

The first challenge that analysts face when they forecast a large number of series is how to organize the data in a 
way that is efficient for their forecasting tasks. At times, a hierarchical structure arises naturally, such as when the 
data have a geographical component. However, the data might need further segmentation, or a different hierarchy or 
a different time interval might be more suitable for forecasting. This presentation distinguishes between reporting 
and forecasting hierarchies and shows visual tools and strategies that you can use to organize a large number of 
series. 

Online Forecasting and Model Selection with Panel Data 
Brian Scholl, Institute for the Study of Labor (IZA) 

I extend approaches hitherto developed in the time series forecasting literature to devise a prospective forecasting 
framework that simulates the forecaster’s real-time information constraints and provides a deterministic rule-based 
approach to model selection. I extend the literature by developing a framework for dealing with panel data and by 
establishing a performance-based model selection rule. Forecasts for sample series generated from the simple rules 
and restrictions imposed in this paper lead to a reduction in Root Mean Squared Forecast Error (RMSFE) of as much 
as 65 percent over a benchmark model. 

2014 Federal Forecasters Conference 22 Papers and Proceedings




Evaluating ARIMA Models to Project International Services Trade Accounts 


Benjamin Bridgman, Alexis Grimm, and Ryan Howley 
U.S. Bureau of Economic Analysis 


 
June 2014 


 
 
 


ABSTRACT 
The Bureau of Economic Analysis publishes certain statistics prior to receiving all source data, necessitating 
projections. We explore whether time series modeling techniques could replace current methods for 
projecting international trade in services accounts. This paper focuses on two series: royalties and license 
fees expenditures and the number of overseas travelers, a component used to calculate international travel 
expenditures. While we find time series models to project the number of overseas travelers show promise, our 
work also exposes difficulties in evaluating projection performance when there are changes in the definitions of 
series and in the instruments used to collect source data. 
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I. Introduction 
 
The Bureau of Economic Analysis must publish 
preliminary trade in services statistics prior to source 
data becoming available. Current methods for compiling 
such estimates are conceptually simple, rely on 
analysts’ judgment, and, for the most part, do not 
incorporate outside data to anticipate changes in trends. 
We set out to determine whether BEA can improve its 
preliminary services statistics through the use of more 
sophisticated ARIMA modeling techniques. 
 
There are several prospective benefits to BEA associated 
with replacing current projection methods with time 
series modeling. In addition to the possibility of 
improving the accuracy of BEA’s projections, using 
ARIMA models in place of current projection methods 
could improve transparency, allow for more 
consistency and reproducibility across accounts, and 
introduce resource savings if analysts spend less time 
preparing estimates than they do under the current 
methodology. 
We select two accounts as starting points for our 


research, royalties and license fees1 (RLF) and the 
number of overseas travelers. Our results thus far for 
overseas travelers are promising. We find that an 
historical simulation using ARIMA models 
outperformed BEA’s projections at a statistically 
significant level. On the other hand, our work on RLF 
illustrates that recent changes to the definitions of series 
and to the instruments used to collect source data 
severely limit the number of observations available to 
use in a comparison of projection methods, not only 
for RLF, but for most of BEA’s other international 
services accounts as well. 
This paper proceeds with two stand-alone sections: 
royalties and license fees (II) and overseas travelers 
(III).  These are followed by a combined conclusion and 
discussion section (IV). 
 
 
 
 
 
 
 


II. Royalties and License Fees 
 
Introduction and Current Projection Methods 
RLF receipts (exports) and payments (imports) measure 
transactions with foreign residents in rights to various 
types of intellectual property not included elsewhere 
in BEA’s Balance of Payments accounts. Examples of 
transactions included in this account are charges for the 
use of industrial processes or charges for the rights to 
distribute and produce intellectual property. RLF was 
chosen as a test case to represent the majority of the 
international services accounts, which share a similar 
source data collection history. 
Currently BEA publishes RLF and other international 
services statistics covering periods six months in 
advance of available survey data. Under the current 
process, statistics for the period beyond which survey 
data are available are projected using a five quarter 
geometric moving average of the growth rates between 
quarters. The baseline projection is then adjusted based 
on analysts’ informed judgment to incorporate factors 
such as deviations from historical activity patterns on 
the part of one or more significant reporters that have 
reported early on BEA surveys, significant events likely 
to impact an account, and changes to the overall economic 
situation. 
 
Existing Literature 
Due to the historical scarcity of data, the literature on 
international services trade forecasting is relatively 
sparse. Helkie and Stekler (1987), Hung and Viana 
(1995), Deardorff, et al. (2001), and Freund and 
Weinhold (2002) forecast aggregate services trade using 
economic activity, as measured by GDP, and real 
exchange rates as explanatory variables. In addition to 
limited historical data, these studies faced numerous 
coverage and conceptual changes to the underlying time 
series. For example, Hung and Viana (1995) only 
cover 20 years of data and face three series breaks. 
While they deal with two of these breaks by using 
dummy variables, they must split the sample to manage 
a major conceptual change. Few papers examine RLF 
specifically. Hung and Viana (1995) estimate forecast 
equations for an aggregate of “other private services” 
and RLF.  In addition to GDP and real exchange rates, 
they use stocks of FDI as an indicator. 


 
 
 
 
 
1 As of BEA’s June 2014 releases of international trade account statistics, royalties and license fees will be renamed 
in BEA’s balance of payments accounts as charges for the use of intellectual property n.i.e. (not included elsewhere). 
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Data 
Before beginning our analysis, we recognized two data 
limitations that would hamper our ability to fully 
evaluate any projection method. First, the RLF series 
underwent a definitional change in the first quarter of 
2011 when fees for the rights to distribute film and 
television recordings were reclassified from another 
services account to royalties and license fees. Second, 
and more concerning, consolidation and 
improvements to BEA’s surveys in the mid-2000s 
introduced several series breaks. For example, 
collection became quarterly for all of the source data 
in 2004. Most recently, collection of transactions 
between parents and affiliates of multinational firms 
and of transactions between unaffiliated parties were 
combined for the first time on the BE-120 Benchmark 
Survey of Transactions in Selected Services and 
Intellectual Property with Foreign Persons in 2006 and 
the BE-125 Quarterly Survey of Transactions in Selected 
Services and Intellectual Property with Foreign 
Persons in 2007. The change in collection methods 
introduced significant changes to the source data, 
causing a substantial upward revision to RLF receipts 
during the 2008 revision cycle for data spanning 2004-


2008.2 
 
We address the definitional change in the first quarter 
of 2011, described above, by adding historical 
estimates of receipts and payments of fees for the rights 
to distribute film and television recordings to the 
originally projected series for observations prior to the 
first quarter of 2011.    Changes  in  source data  
collection  are  addressed  through  our choice of 
sample and projection window. Although we would like 
to avoid using any interpolated data, it would mean 
beginning our sample in 2004, prior to which a small part 
of the source data were only collected annually. We feel 
this would leave too few observations, so we instead 
choose the first quarter of 1999 through the fourth 
quarter of 2012 as our sample. We identify 1999 as a 
natural starting point because it is the year in which fees 
for the rights to distribute film and television recordings 
were reclassified as royalties and license fees. We set 
the projection window used to evaluate our results to 


the first quarter of 2008 through the fourth quarter of 
2012, which comprises the period during which source 
data were collected on surveys in their current format. 
 
The series used to build the projection models of RLF 
are the seasonally adjusted RLF receipts and payments 
series from the 2013 annual revisions, which were the 
most recent vintage of data available at the time this 
analysis was completed. These series are also the 
targets for our projections. We construct separate 
vintages of each series to replicate the data that would 
have been available at each period in the projection 
window, meaning that for receipts and payments we 
are using 20 separate series, one for each projection 
produced in our 20-quarter projection window. Our 
benchmark comparison series are BEA’s “original” 
projections, or the first- published (preliminary) 
quarterly estimates of receipts and payments, which 
were produced using BEA’s current projection. 
 
Our choice of independent variables is limited to 
those that would be available in time for a 
projection to be made under BEA’s current production 
schedule for RLF. We evaluate several general 
economic indicators that are available on a timely basis 
as potential independent variables, including the 
Bureau of Labor Statistics’ producer price index and 
nonfarm business sector labor productivity index. We 
choose the Federal Reserve’s industrial production index 
(IP index), a monthly, seasonally adjusted series that 
“measures the real output of all manufacturing, mining, 
and electric and gas utility establishments located in 
the United States, regardless of ownership” because 
it is highly correlated with the dependent variables 
and lowers the mean absolute error when it is included 


in our projection models.3   As an indicator of U.S. 
economic activity, we initially expect the IP index to 
be a good predictor of RLF payments, which is 
composed of payments by U.S. firms to foreign 
residents, largely for the rights to use industrial 
processes and designs, software licensing, and 
trademarks. We find that the IP index is actually more 
highly correlated with RLF exports. 


 
 
 
 
2 At that time, there was a smaller downward revision to RLF payments for the same statistical years.  More 
information can be found in Christopher L. Bach, 2008.  “Annual Revision of the 
U.S. International Transaction Accounts, 1974-2007,” Survey of Current Business 88 No. 7 pp. 37. 
(http://www.bea.gov/scb/pdf/2008/07%20July/0708_international.pdf). 
3 We also evaluated several subindices of the main industrial production index, but did not find a particular subindex 
that showed statistical significance on a more consistent basis. 
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Methodology 
The limited number of observations available for 
analysis leads us to compare only a few 
parsimonious ARIMA models.  Our basic model is: 
𝑦𝑦𝑡𝑡  = 𝛼𝛼 + 𝛽𝛽𝑡𝑡 + 𝛿𝛿𝑑𝑑𝑡𝑡  + 𝑢𝑢𝑡𝑡 


𝑢𝑢𝑡𝑡   = 𝜌𝜌𝑢𝑢𝑡𝑡−1  + 𝛾𝛾𝑥𝑥𝑡𝑡  + 𝜀𝜀𝑡𝑡 
 
where 𝑦𝑦𝑡𝑡 is the natural log of RLF receipts or payments, 
𝑡𝑡 is a trend, 𝑑𝑑𝑡𝑡 is a deterministic effect that shifts the 
series away from its long-run trend (such as an 
Olympic games that would be accompanied by a large 
payments from U.S. firms to the International Olympic 
Committee for broadcasting rights), and  𝑥𝑥𝑡𝑡  is the growth 
of the industrial production index.  We estimate 
projections using the following four versions of this 
model: 
 
1. ARIMA (1,1,0) model: 
 


∆  = 𝛽𝛽 + (𝛽𝛽 − 𝛼𝛼)(𝜌𝜌 − 1) + 𝛽𝛽(𝜌𝜌 − 1)𝑡𝑡 + (𝜌𝜌 − 1)𝑦𝑦𝑡𝑡−1  


+ 𝛿𝛿(𝑑𝑑𝑡𝑡  − 𝑑𝑑𝑡𝑡−1) 


− (𝜌𝜌 − 1)−1  + 𝛾𝛾𝑥𝑥𝑡𝑡  + 𝜀𝜀𝑡𝑡 


or, more simply: 


∆  = 𝜃𝜃1  + 𝜃𝜃2𝑡𝑡 + 𝜃𝜃3𝑦𝑦𝑡𝑡−1  + 𝜃𝜃4∆𝑑𝑑𝑡𝑡  + 𝜃𝜃5∆𝑑𝑑𝑡𝑡−1  + 


𝜃𝜃6𝑥𝑥𝑡𝑡  + 𝜀𝜀𝑡𝑡 


2. Random walk model - imposes the restriction  
 𝜌𝜌 = 1, and thus changes the  estimation model from (1) to: 


∆𝑦𝑦𝑡𝑡  = 𝛽𝛽 + 𝛿𝛿∆𝑑𝑑𝑡𝑡  + 𝛾𝛾𝑥𝑥𝑡𝑡  + 𝜀𝜀𝑡𝑡 


3. Pre-test model – uses a hypothesis test for whether 
the series is a random walk at each quarter 𝑡𝑡; if the 
hypothesis is rejected, the projection from model 
(1) is used; if it is not rejected, the projection from 
model (2) is used. 


 
4. Mallow’s weighted average model – based 


on work by Hansen (2007), weights the 
projections from (1) and (2) for each quarter 
𝑡𝑡 using a Mallows criterion that  is an 
estimate of the squared error. 


 
 
 
 
 


 
 
 


Results 
Table 1 shows the results for our two-quarter-ahead 
projections of these four models and of BEA’s 
original projections (BEA Reported). The table 
compares mean absolute errors (MAEs), root mean 
squared errors (RMSEs), the proportion of projections 
that were within 5 percent of the target value, and the 
share of the 20 quarters in the sample for which the 
direction of growth was accurately predicted. 
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For receipts, results are mixed. BEA’s original projection has the lowest MAE and RMSE, 
but the results are not statistically significant. The 
ARIMA (1,1,0) model has the highest share of 
quarters that were projected to within five percent of 
the true value and the highest directional accuracy. 
For payments, the ARIMA (1,1,0) and Mallow’s 
average models perform the best. They both have 
statistically significantly lower MAEs and RMSEs 
than BEA’s original projection and also have higher 
proportions of quarterly projections that fall within five 
percent of the target value and higher directional 
accuracy than BEA’s current method. 
We perform several sensitivity checks on our choice of 
sample and projection window and find that our 
results are not robust. In a similar analysis with a 
sample of 2001Q1-2012Q4 and a projection window 
of 2010Q1-2012Q4 we find the opposite results; our 
projections perform better than the original BEA 
projections for RLF receipts and worse for payments. 
 
Conclusion 
Recent changes to the definitions of series and to the 
instruments used to collect source data have severely 
limited the number of observations available to use 
in a comparison of projection methods for RLF. Our 


current analysis finds that time series methods may in 
some cases reduce projection error, but our results 
are not robust to changes to our sample period or 
projection window. We anticipate that we would find 
similar results for many other international services 
trade series, such as financial and telecommunications 
services, which experienced similar changes to source 
data collection. 
 
III. Number of Travelers 
 
Introduction and Current Projection Methods 
The number of overseas travelers is used as an input 
into the international travel and passenger fares 
accounts published by the BEA. The National 


Travel and Tourism Office (NTTO) 4 publishes non-
seasonally adjusted monthly data for both inbound 
(exports) and outbound (imports) international 
travelers. Non-resident overseas visitors data are 
collected by NTTO on form I-94 in cooperation with 
the Department of Homeland Security (DHS) and 
outbound US resident data are collected via DHS’ I-
92/APIS program (Advance Passenger Information 


System). 
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Despite having relatively small revisions and 
necessitating only a short-term projection, overseas 
travelers was selected for study because it is a monthly 
series with an extensive vintage history. The higher 
number of replicable data points allows for a more 
thorough comparison of time series modeling to 
current projection methodology than for RLF or other 
services trade series. Additionally, the availability of 
an indicator series allows for the study of its impact on 
projection quality. 
 
As NTTO data are often unavailable during the 
preliminary production of BEA’s international 
services estimates, there is a need to project values for 
the number of travelers. Currently, BEA uses a 
historical log regression of seasonally adjusted overseas 
travelers with a seasonally adjusted indicator variable 
and applies the over-the-month change in the 
predicted regression values to the previous month’s 
estimate to calculate a projection. This regression is 
updated on an annual basis. For both inbound and 
outbound travel, the indicator variable is enplanements 
(number of passengers boarding international flights) 
data produced by Airlines for America 


(A4A). 5  Occasionally the lag in receiving data from 
NTTO can stretch into several months while the A4A 
enplanement data has generally been available on a 
timely basis. BEA publishes only the seasonally 
adjusted value for the preliminary monthly estimates, 
so our focus is on producing a projection of the 
seasonally adjusted series. 
 
For the outbound series, DHS switched collection 
methods in July 2010 from the I-92 paper form to the 


all-electronic APIS. Not only did this create a 
consistency problem between pre- and post- switchover 
periods, there was also a real-time lapse of data 
availability exceeding one year. As such, this paper 
considers only the time up through June 2010 for the 
outbound series. 
 
Existing Literature 
 
Previous work on forecasting international travel is 
relatively abundant, but much of it is not directly 
applicable to short-term, timely forecasting of aggregate 
data that we are interested in for this work. In a 
forecasting competition including time series and 
econometric  models  of monthly travel data, 
Athanasopoulos et al. (2008) find that ARIMA modeling 
was one of the top performers. In one of the first major 
studies to compare the accuracy of multiple models on 
different travel data, Martin and Witt (1989) find that 
simplistic time series models more accurately forecast 
travel than more complex econometric models. In a later 
review of forecasting papers, Witt and Witt (1995) find 
econometric modeling was the most accurate in 29 
percent of cases – the highest success rate of any one 
model type. 
The more complex econometric models focus on 
bilateral country-pair forecasts with no consideration to 
timeliness of the data. However, timeliness of any 
explanatory variable is paramount for projecting the 
number of international travelers for preliminary 
publication by the BEA. In addition, the projections are 
relatively short-term, generally only one- or two-months 
out, and only necessary at an aggregate level, aspects 
often not the focus in previous literature. 


 
 
 
 
 
 
 
4 Formerly the Office of Travel and Tourism Industries (OTTI) 


5 A4A was previously known as the Air Transport Association (ATA). 
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Methodology 
This paper examines five different projection models 
for both inbound and outbound overseas travelers. 
One is the forecast derived from the U.S. Census 
Bureau’s X-12 seasonal adjustment model. The other 
four are ARIMA models that vary by the timing of 
the seasonal adjustment and inclusion of the indicator 
variable. 
 
Any seasonal adjustment in the time series simulations 
uses the default “airline” model of (0 1 1)(0 1 1) on 
the log-transformed series with trading day and 
Easter regressors and automatic outlier detection. 
Results did not vary significantly with changes in the 
base model or predefined regressors (results for 
alternative models not shown), so the initial 
specifications were retained throughout. 
 
The “X-12” model uses the projection produced directly 
by the X-12 seasonal adjustment procedure. Input for 
the model is the then-available non-seasonally adjusted 
number of overseas travelers. 
 
For the four ARIMA projections, the base ARIMA 
model remains the same for each projection while the 
inputs vary. The base ARIMA model is a first-order 
difference and moving average series with no 


autoregressive factor – a (0 1 1) model. The four 
different sets of inputs are produced by various 
combinations of two inputs: indicator variable inclusion 
or not (A4A enplanements) and the timing - 
“annual” or “real-time”- of the seasonal adjustment. 
Here “annual” seasonal adjustment refers to using the 
then-available seasonally adjusted values from the 
production cycle for both the travelers and indicator 
series as input. “Real-time” refers to first running the 
then-available non-seasonally adjusted values of both 
the travelers and indicator series through the X-12 
model to get a different seasonally adjusted series as 
input into the (0 1) 
 
1) ARIMA model.  See figure 1 for a visual representation 
of the different models. 
 
The input start date for each seasonal adjustment and 
ARIMA projection is January 1989, the earliest date 
available for the underlying series. The projection time 
frame for comparison of methods begins in January 
2005 and runs through June 2010 for outbound travel 
and February 2013 for inbound travel. 
The models are evaluated using the mean and median 
relative error and absolute relative error (often 
shortened to error and absolute error) given by the 
equations: 


 


𝑅𝑅𝑒𝑒𝑙𝑙 𝐸𝐸𝑟𝑟𝑟𝑟 =  
𝑒𝑒𝑐𝑐𝑡𝑡𝑖𝑖𝑜𝑜𝑛𝑛 


− 1 and 𝐴𝐴𝑏𝑏𝑠𝑠 𝑅𝑅𝑒𝑒𝑙𝑙  𝐸𝐸𝑟𝑟𝑟𝑟  =  | 
𝑃𝑃𝑟𝑟𝑜𝑜𝑗𝑗𝑒𝑒𝑐𝑐𝑡𝑡𝑖𝑖𝑜𝑜𝑛𝑛   


−  1| 
𝑇𝑇𝑎𝑎𝑟𝑟𝑔𝑔𝑒𝑒𝑡𝑡 𝑇𝑇𝑎𝑎𝑟𝑟𝑔𝑔𝑒𝑒𝑡𝑡 


 
Results
 
Table 2 presents the mean and median absolute relative 
errors for the original estimate and the five models 
presented in this paper. 
 
In all cases, using real-time seasonal adjustment 
improves the model’s projection to varying degrees. 
Using the indicator series also generally improves 
projections, though results are mixed for the inbound 
series. Overall, the ARIMA projection including the 
indicator series and using real-time seasonal adjustment 
has the lowest mean absolute error. Furthermore, the 
real- time/indicator ARIMA model projects the target 
series better than the original estimate at a 
statistically significant level for both series. A direct 
comparison of these two series and the p- value of the 
associated T-test are available in Table 3. 
 
Figures 2 and 3 compare the real-time/indicator 
ARIMA model and original estimate for outbound and 
inbound travelers, respectively. Note that the 
outbound graph does include the post-switchover 
period, but this time period is excluded from our 


analysis. 
In terms of directional accuracy, the real-time/indicator 
ARIMA model slightly outperforms the original 
estimate for both inbound and outbound travelers. For 
outbound travel, when the target moved in absolute 
value more than 1% in a month (29 occurrences), the 
ARIMA  model projected the same direction 23 
times while the original estimate was correct 21 
times. For inbound (63 occurrences), the ARIMA 
model projected the same direction 52 times compared 
to 49 for the original estimate. 
 
Conclusion 
An ARIMA projection model using an A4A 
enplanements indicator series and concurrent seasonal 
adjustment outperformed BEA’s current projection 
methodology in predicting the seasonally adjusted 
number of overseas travelers. Furthermore, should 
there be difficulty in receiving A4A enplanements 
data in the future, the ARIMA model using real-time 
seasonally adjusted inputs alone also improves on the 
original projection, though the improvement is not 
statistically significant. 
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IV. Conclusion and Future Steps 
 
BEA currently projects certain services statistics prior 
to receiving source data. We are interested in learning 
whether time series modeling techniques could replace 
current methods for projecting international services 
accounts. We choose two accounts as starting points 
for our research, RLF and the number of travelers. 
Our results for the number of travelers indicate that 
ARIMA modeling and concurrent seasonal adjustment 
produce more accurate projections than BEA’s 
current methods. Our results for RLF were not as 
conclusive; recent changes to source data collection 
have limited the number of observations available 
for comparing projection techniques. 
 
Although we find mixed results for whether time 
series models could improve the accuracy of BEA’s 
projections, time series modeling could also provide 
other intrinsic benefits. The next potential benefit to 
consider is whether their use could improve production 


efficiency and consistency.   Our simulations use no 
manual adjustment in any individual projection, but 
still produce results comparable to the original estimates. 
Thus, using time series methods could save time 
currently spent researching potential adjustments to 
baseline estimates. Also, using similar time series 
modeling techniques for many international services 
trade accounts could improve the consistency and 
reproducibility of projections across analysts. Having 
reviewed a general framework of time series modeling, 
we will now shift to evaluating the impact that these 
models have on efficiency and reproducibility. 
If time series models are adopted for estimate 
production, another benefit would be transparency. The 
use of time series models is a generally understood 
and accepted practice for generating projections. It 
would improve the transparency of BEA processes to 
the public, especially in cases where time series 
modeling can remove some need for analyst 
involvement. 
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Table 1. Results for RLF Receipts and Payments Two-Quarter-Ahead Projections, 
2008Q1-2012Q4 


 
 
Absolute 


 
MAE 


 
RMSE 


Proportion 
<0.05 


Directional 
Accuracy 


Receipts 
ARIMA (1,1,0) 0.056 0.072 0.65 0.80 
Random Walk 0.053 0.064 0.50 0.65 
Pre-Test 0.053 0.064 0.50 0.65 
Mallow's Average 0.051 0.063 0.60 0.80 
BEA Reported 0.050 0.059 0.55 0.70 
Payments 
ARIMA (1,1,0) 0.045** 0.065* 0.60 0.75 
Random Walk 0.077 0.112 0.50 0.65 
Pre-Test 0.077 0.112 0.50 0.65 
Mallow's Average 0.054** 0.077* 0.65 0.70 
BEA Reported 0.088 0.119 0.50 0.65 
In the MAE and RMSE columns, * indicates that the statistic is statistically significantly 
better than BEA’s current method at the at 10% level; ** at the 5% level. 


 


Table 2. Absolute Errors of Model Projections 
 


Series Indicator Seasonal Adjustment N Mean Median 
Outbound . Original estimate 64 0.0253 0.0191 
  X-12 projection 64 0.0201 0.0145 
 No Annual 64 0.0288 0.0192 
  Real-time 64 0.0219 0.0144 
 Yes Annual 64 0.0214 0.0169 
  Real-time 64 0.0163 0.0113 
Inbound . Original estimate 96 0.0244 0.0160 
  X-12 projection 96 0.0231 0.0186 
 No Annual 96 0.0243 0.0186 
  Real-time 96 0.0223 0.0181 
 Yes Annual 96 0.0246 0.0185 
  Real-time 96 0.0186 0.0143 


 


Table 3. Comparison of Absolute Errors for ARIMA Projection and Original Estimate 
 


Series Method N Mean Median T-test p-value of 
Mean (One-sided) 


Outbound Original Estimate 64 0.0253 0.0191 .0059 
Real-time/Indicator 64 0.0163 0.0113  
Inbound Original Estimate 96 0.0244 0.0160 .0186 
Real-time/Indicator 96 0.0186 0.0143  
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Figure 1. Models Used to Create Projections of International Travelers 
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Figure 2. Real-time/Indicator Model 
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Figure 3.  Real-time/Indicator Model 


 


12  





		Evaluating ARIMA Models to Project International Services Trade Accounts

		Table 1. Results for RLF Receipts and Payments Two-Quarter-Ahead Projections,

		Table 2. Absolute Errors of Model Projections

		Table 3. Comparison of Absolute Errors for ARIMA Projection and Original Estimate

		Figure 2. Real-time/Indicator Model



Benjamin Bridgman, Alexis Grimm and Ryan Howley, U.S. Bureau of Economic Analysis
File Attachment
Eval ARIMA Models to Proj International Services Trade Accts.pdf



Applications of Forecasting 

Session Chair:  Stephen MacDonald, Economic Research Service, U.S. Department of Agriculture 

The Trajectory of Psycho-Social Depression in Ukraine Following the Chornobyl Nuclear 
Accident  
Robert Alan Yaffee, Thomas B. Borak, RoseMarie Perez Foster, Remy Frazier, 
Mariya Burdina, Victor Chtenguelov, and Gleb Prib  

Our objectives were to examine predictive parameters of psychological impacts, resulting from the Chornobyl 
accident, on residents living in the oblasts of Kiev and Zhitomyr. We tested drivers for psycho-social depression 
based on estimates radiological dose received from radioactivity release during the accident and the perception of 
increased health effects associated with this radiation. To obtain a representative sample of individuals, we attached 
computer generated random numbers to area codes provided by the telephone company. In January 2009, Russia 
created an intervening crisis by interrupting supplies of natural gas to the Ukraine. We employed modified scenario 
forecasting to circumvent crisis effects that could otherwise undermine the internal validity of our study. State space 
methods were used to model and graph trajectories of psycho-social depression reported by male and female 
respondents. Results of the dose reconstruction process revealed that the dose received by this population was too 
low to identify pathological disease or injury. From our empirical analysis, we found that the psychological impacts 
of the nuclear incident stemmed from perceived risks, rather than actual exposure to radiation directly associated 
with the Chornobyl nuclear accident. Work funded by NSF HSD Grant 082 6983. 

Predicting Somatic Cell Counts in Dairy Marketing: Quantile Regression for Count Data   
Timothy Park & Richard J. Volpe, Economic Research Service, USDA 

We study the determinants of somatic cell count (SCC) measures of the quality of farm milk on U.S. dairies. The 
overall goal is to identify the potential impacts of buyer-imposed penalties and incentives within the supply chain. 
We estimate quantile regression for count data to measure impacts for those operations with the highest SCC and 
apply a prediction technique to identify dairies that are producing milk that meets the SCC standards. Premiums in 
particular have the potential to reduce SCC considerably where it is currently the highest. We draw implications for 
profitability in relation to SCC reduction. 

Greenbook Forecasts and the Business Cycle 
Neil R. Ericsson, Stedman B. Hood, Fred Joutz, Tara M. Sinclair, Herman O. Stekler; Federal Reserve Board and 
The George Washington University 

Building on Sinclair, Joutz, and Stekler (2010), this paper examines the Federal Reserve Board’s Greenbook 
forecasts of U.S. output growth, inflation, and the unemployment rate for potential biases. Standard tests typically 
fail to detect biases in current-quarter and one-quarter-ahead forecasts. However, impulse indicator saturation (IIS) 
detects economically large and highly significant time-varying biases for one-quarter-ahead forecasts. Biases depend 
on the variable being forecast, the forecast horizon, and the phase of the business cycle. IIS defines a generic 
procedure for examining forecast properties, it explains why standard tests fail to detect bias, and it provides a 
potential mechanism for improving forecasts. 

2014 Federal Forecasters Conference 23 Papers and Proceedings




The Trajectory of Psycho-Social Depression
in Ukraine following the Chornobyl Nuclear


Accident


Robert Alan Yaffee1 , Thomas B. Borak2, RoseMarie Perez Foster3,
Remi Frazier2, Mariya Burdina4, Victor Chtenguelov6, and Gleb Prib5


1 Silver School of Social Work, New York University, New York, N.Y.
2 Environmental and Radiological Health Sciences, Colorado State


University, Fort Collins, Colorado
3 Natural Hazards Center, University of Colorado, Boulder, Colorado
4 Department of Economics, University of Colorado, Boulder, Colorado
5 Institute for professional training of Public service of employment


of Ukraine, Kiev, Ukraine
6 Dept. of Social Work & Applied Psychology, Academy of Labor & Social


Relations, Kiev, Ukraine


March 31, 2014


Keywords and phrases: nuclear incident, nuclear accident, psycho-social
impact of Chornobyl, Chornobyl accident impact, nuclear incident impact,
nuclear emergency planning, scenario forecasting, Chornobyl public health
impact, confounding variable circumvention, Chornobyl impact on public
health


1







Abstract


Our objectives were to examine predictive parameters of psychological impacts, resulting from the
Chornobyl accident, on residents living in the oblasts of Kiev and Zhitomyr. We tested drivers for psycho-
social depression based on estimates radiological dose received from radioactivity release during the accident
and the perception of increased health effects associated with this radiation. To obtain a representative sam-
ple of individuals, we attached computer generated random numbers to area codes provided by the telephone
company. In January 2009, Russia created an intervening crisis by interrupting supplies of natural gas to
the Ukraine. We employed modified scenario forecasting to circumvent crisis effects that could otherwise
undermine the internal validity of our study. State space methods were used to model and graph trajectories
of psycho-social depression reported by male and female respondents. Results of the dose reconstruction
process revealed that the dose received by this population was too low to identify pathological disease or
injury. From our empirical analysis, we found that the psychological impacts of the nuclear incident stemmed
from perceived risks, rather than actual exposure to radiation directly associated with the Chornobyl nuclear
accident. Work funded by NSF HSD Grant 082 6983.
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2 Introduction


Catastrophic incidents resulting in the release of radioactive materials receive unprecedented scrutiny by
governments as well as individuals. These incidents might be accidental, (e.g., nuclear reactor malfunctions,
improper disposal of medical instruments) or intentional, (e.g., nuclear weapons, radiation dispersal devices,
improvised nuclear devices). The impact of these events can be severe, serious or incidental depending on the
proximity to the event. Severe consequences are usually confined to the region from the epicenter extending
out several kilometers. This region can be impacted by extreme heat, damaging blast, and exposure to very
high levels of radiation. Serious conditions might extend as far as 30 to 50 kilometers and this geographical
region is designated as an exclusion zone. Here, residual radiation originates from high concentrations of
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radioactivity deposited in the environment. This region often requires evacuation of all persons. Incidental
regions can be global in extent; they occur where low levels of radioactivity can be identified above naturally
occurring sources. In such regions, direct health effects are difficult to identify, but the concern for later
effects persist for extended periods of time.


The aims of this work are focused on this extended region where there may be no indication of immediate
health consequences, but psychological sequelae and perception of risk related to a nuclear incident can last
for decades. As a basis for our model we use the nuclear accident at the nuclear power generating station
near Chernobyl on April 26, 1986.


The accident at the Chernobyl nuclear power plant in 1986 was the most severe in the history of the
nuclear power industry. Radioactive debris was expelled at the time of the initial thermal explosions and for
the following 10 days during the ensuing graphite fires. It has been estimated that approximately 1017 Bq of
137Caesium (137Cs) was released. For comparison, this fallout is 10% of that released from all atmospheric
nuclear weapons tests and about 10 times that of Fukushima [12].


The meteorological situation during the events was complex. Due to the long duration of the release and
changing meteorological conditions, the radioactivity was dispersed in many different directions. The largest
concentrations of radioactivity were deposited in Belarus, Ukraine and the Russian Federation. However,
some radioactivity was effectively dispersed over much of Europe. The patterns of deposition were irregular
with Hot Spots adjacent to Cold Spots. Data from extensive measurements were compiled into maps in
the Atlas of Cesium Deposition on Europe following the Chernobyl Accident published by the European
Commission [12].


3 Research objectives


1. To empirically test whether the dose to individuals from external sources of radiation released during
the accident was a significant explanatory variable in describing the temporal patterns of depression
in the population of residing in the oblasts of Kiev and Zhitomyr in Ukraine.


2. To empirically test whether the perceived health risk associated with radiation from the Chernobyl
accident was a significant explanatory variable in describing the temporal patterns of depression in the
population of residing in the oblasts of Kiev and Zhitomyr in Ukraine.


3. To develop, formulate, predictively validate, and assess a forecasting model to project the level of
depression to be expected after a nuclear incident. To devise a forecasting protocol that can circumvent
the impact of major non-Chornobyl-related intervening variables that could confound our analysis of
the trajectory of self-reported depression following the accident at Chornobyl


4 Literature review


4.1 Issues with epidemiological case-control studies


Epidemiological case-control studies purport to compare Chornobyl radiation-exposed segments of the pop-
ulation to presumably unexposed reference groups. The exposed groups included cleanup-workers, some of
who had leukemia and solid cancers.. They also included studies of young children whose thyroid cancers
were associated with 131Iodine intake. Other studies focused on portions of the 116,000 evacuees from the
exclusionary zone of 30 km around the power plant as well as immigrants seeking refuge from adverse en-
vironmental effects. Observational studies without proper empirical calibration have been found to fail to
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correct for systematic error induced by selection bias, misclassification, and residual confounding, resulting
in spurious significance assessments. Without specific correction for such systematic error, these biases are
believed to be ”intrinsic to observations studies in general [46, 209,210,216].” In other words, without speci-
fication of a random sampling protocol, and randomized neutralization of such biases, the external validity
of these studies may remain in question [24].


4.2 Primary psycho-social symptomatology


The Chernobyl Forum Report of the 20th anniversary of the Chernobyl accident concluded the most signif-
icant public health consequences were social-psychological [7]. It is not surprising that the first responders
and cleanup workers who had the greatest exposure to radiation would exhibit elevated rates of depression,
anxiety, and PTSD for years thereafter. In a review of the psychological consequences of the Chornobyl
accident after 25 years, Bromet, Havenaar, and Guey (2011) not only affirm that conclusion, they suggest
that the lives of evacuees were disrupted by social uprooting, relocation, social discrimination, and stigma-
tization [8, 297-298]. Moreover, they maintain that ”the Chornobyl disaster encompassed a vast array of
physical and psychosocial exposures that are all but impossible to disentangle from the general turmoil that
followed the collapse of the Soviet Union in 1991 [8, 298].” However, in their review of studies conducted, the
authors point to only one all study that included a representative sample as a reference group [8, 301-303].
In this paper, we focus on the depression symptoms reported by respondents, all of whom were randomly
selected.


4.3 Principal confounding variables


Bromet (2012) noted that after the collapse of the Soviet Union in 1991, there was a vast array of events
that are almost impossible to disentangle from those following Chornobyl [6]. Some of the most salient
events appear to have followed the November 2004 Orange Revolution in Ukraine, [9, 7]. The Russian
natural gas trading dispute in 2005 resulted in the brief natural gas shut-off in winter (January) of 2006, the
2007 Ukrainian political crisis involving a power struggle between the President and Parliament. The Great
Recession emerged in September 2008 and in winter, 2009, the Russians shut-off all natural gas flowing to the
Ukraine over a dispute about prices and unpaid bills [4]. Most of the factories in Ukraine were forced to cease
production, which imposed much hardship on the Ukrainian economy. The effects these Russian actions had
on Ukrainian anxiety and depression were very likely to have been substantial. Unless these intervening and
confounding effects can be distinguished, attempts to relate psychological sequela to the Chornobyl accident
may be invalidated. Most earlier studies do not show how these effects were disentangled. We take explicit
precautions to avoid these confounding impacts on our measure of reported depression following Chornobyl.


5 Research design


In this paper, we focus on the particular psychological symptom of depression, and we will address other
symptoms in future papers. We test whether external dose of radiation was a significant explanatory variable
in the explanation of the psychological symptom under consideration on the part of the Ukrainian public
in Kiev and Zhitomyr oblasts. We test whether perceived Chornobyl–related health risk was a significant
variable in the explanation of psychosocial depression after the Chornobyl nuclear accident. We find a way
of circumventing major confounding events near the end of our data.
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5.1 Representative sampling


Our study differs from those cited above by using only random selection to obtain a representative sample.
Phone numbers were randomly generated, attached to area codes supplied by the Ukrainian telephone
company, and called to make an appointment for an interview. Up to four calls were placed to selected
numbers in the two oblasts. In total, 702 respondents, consisting of 339 males and 363 females, to comprise
the representative sample of the residents in Kiev and Zhitomyr oblasts. Kiev oblast is where the Chornobyl
nuclear power generating plant was located, and Zhitomyr oblast is just west of and adjacent to Kiev oblast.
Before the data for the interview was uploaded, a independent audit of the interview was conducted to
confirm that all answers were given freely and voluntarily. Once confirmation was provided, the responses
were uploaded.


5.2 Interview and survey format


The survey was administered in person by the interviewer at the home of the respondent. The format of the
interview was that of a retrospective panel analysis. The survey was organized in this manner to facilitate
recall and to reduce any bias. Although the survey was organized in this manner the initial data format was
stored in a rectangular wide format. It was reorganized for panel data analysis.


Because no one could ethically plan such a disaster, all questions had to be posed retrospectively, lest
the nature of the public response be lost . Questions were posed in the context of easy temporal markers to
facilitate recall and to minimize recall bias. The time frame of recollection consisted of a prelude period before
the Chornobyl accident, and three easily recalled periods (waves) of recollection. The prelude period extended
from January 1, 1980 until April 26, 1986, the date of the Chornobyl accident. Wave one extended from the
date of the disaster until the end of the same year. Wave two began January 1, 1987 and extended through
1996. Wave three began in January 1, 1987 and extended through the end of 2009 for dose reconstruction.
The interviews for the general sample of 702 were conducted from 2009 through 2010, and a few in 2011.
For the purpose of a panel data analysis, the dataset of more than 2500 items was reorganized into a panel
dataset.


Some of the responses were measured in accordance with the change in level of a self-reported symptom.
When these responses were collapsed by year, they provided us with a time series dataset which would
facilitate our analysis of historical trajectories and trends in the psychological symptomatology. It is this
dataset that is used for the analysis of the historical male mean and female mean response for self-reported
depression level, which constitutes the subject of this paper. Items from these datasets were merged into
one time series dataset for the purpose of analysis for this paper.


Because this analysis is a psycho- socio-medical analysis, we were interested in the responses of males and
females. It is obvious that the responses will differ between them. Because we are interested in the nature
of those differences, we perform the same but separate analysis for male and female respondents. After the
data were cleaned and prior to statistical analysis, all indicators of specific personal identity were removed
from the datasets to protect the confidentiality of the respondents.


5.3 Measures and indices


The survey instrument was a questionnaire that was translated into Russian and back-translated to assure
congruency of meaning. This questionnaire was administered by personal interview that was pre-arranged
by appointment with the respondent. After the interview a separate check was conducted to assure that all
item answers were voluntary. When confirmation of this volition was obtained, the data were uploaded and
input by the Vovici corporation into a file, which was converted to Stata for data management.
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Our endogenous variable is constructed in a manner that it can be transformed into a time series.
Had we used the conventional definition of depression from the Beck, Hamilton, BSI, or other standard
composite battery, they would not have been readily amenable to transformation into a time series with
enough repeated observations to have been useful. We construct our endogenous variables of psycho-social
depression (variables maledep for males and for femdep for females) by annually computing the sample mean
self-reported level of depression, measured in units of percent (between 0 and 100), after we drop the lower
five percent to be sure this was not to be confused with a mood of sadness.


If we make the working assumption that the recollection of our respondents was sufficiently accurate,
because we focused on significant changes over time of depression and because we are examining the effects of
a major incident, for which there was almost no history to use as a basis for emergency planning, we use these
annual averages of recalled depression as the basis of our analysis. Depression scores were computed from 1980
to the present. Moreover, we forecast from 2005 forward to show what the psychological effect of Chornobyl
accident was, rather than to include events which would cause psychological depression by themselves and
therefore confound the relatively isolated recollection of the effects of the accident at Chornobyl.


The average number of illnesses reported per wave–namely, millw for men and fillw for women, were
also computed from 1980 to the time of the interview (Figure 2).


If we forecast from 2005 onward, we have an estimate of the Chornobyl accident impact. Any level of
depression exceeding the upper predictive confidence limit of our forecast would be a level attributable to
the other intervening events. The probability density fan around the forecast can be used to define the
different levels of confidence. We use a one forecast standard error to define the probability density around
the forecast. It highlights the difference between our forecast and the actual level of depression realized over
the forecast horizon.


We can include a measure of the time-varying age of the population as it steadily increases each year, but
we have to transform this variable by differencing the natural log of the to render it covariance stationary
prior to using it in the model. The variables are called dlmaleage for males and dlfemage for females. If
we do not use such a transformation, we unnecessarily risk spurious results, Granger and Newbold (1974)
suggested [21]. However, as such, the age variable turned out to be non-statistically significant in the initial
model for both males and females, for which reason it was dropped from the final model. Because these
variables comprise diagonal lines prior to transformation and flat lines following transformation it is not
surprising to find them unrelated to change in the endogenous variables, for which reason we do not include
it in Figure 2.


We include the effects of dose from external penetrating gamma rays (variables mavgcumdose) for males
and favgcumdose for females) on the psychological symptoms. We test the exposure to radiation from
the radioactivity released during the Chornobyl accident influences the temporal patterns of self-reported
depression. The unit of measurement of reconstructed external dose is the milliSievert (mSv). The reported
results from dose reconstruction exclude contributions from natural background radioactivity or cosmic rays.


A process was developed to reconstruct the dose from penetrating gamma rays emitted by radioactivity
deposited on the ground to each individual in the survey as a function of time. The radiation source term
was obtained from the Comprehensive Atlas of Caesium Deposition on Europe after the Chernobyl Accident
(1998) [12]. This document includes maps showing 137Cs concentration across Europe, presented in equal-
area Lambert oblique azimuthal projections.


The electronic version of this Atlas includes each map plate stored in a vector graphics format with
multiple layers of information. One of these layers shows isolines representing intervals of equal 137Cs
deposition at the time of the accident; an overlaid layer provides a labeled grid corresponding to intersections
of latitude and longitude (this is properly referred to as the conjugate graticule).


Software was developed to recover the contour color that specifies the 137Cs concentration at a specified
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Table 1: Cumulative Dose (mSv)
External Dose Summary Measure 12/31/1986 12/31/1996 12/31/2009
Lowest value of External Dose received
by an individual 0.0074 0.036 0.047
Largest value of External Dose received
by an individual 28.0 30.0 31.0
95th % Quantile of External Dose received
by the sample [0.037− 1.4] [0.14− 3.4] [0.19− 4.4]
Average value of External Dose received
by the sample 0.38 0.93 1.2
Standard Deviation of External Dose received
by the sample 1.2 2.0 2.2
Median value of External Dose received
by the sample 0.28 0.69 0.91
Estimated Average value of External Dose
from Natural Background 0.33 5.3 12.0


latitude and longitude. This was accomplished by using the intersections of the conjugate graticule as a
guide to define a transformation from the original Lambert projection into an equirectangular projection.
This transformation was then applied to the map layer which showed 137Cs concentration, which allowed the
137Cs concentration maps to be loaded into a geostatistical database. Conversion tables between published
isoline colors and indicated 137Cs concentration were produced. Latitude and longitude coordinates could
then be submitted to the geostatistical database in order to recover the 137Cs concentration at an arbitrary
location. Where map plates published in the Atlas overlapped, the 137Cs concentration was taken from the
map with the most spatial detail; if a location was submitted to the geostatistical database which had no
corresponding map data, the closest available 137Cs concentration was used.


A model was created to determine the dose rate at an arbitrary time t for any individual in the study. This
model is based on the following sequence of factors: 1) 137Cs concentration at a location (Lat. Long.) at the
time of the accident,C(t0) [12], 2) 137Cs concentration, at time, t, based on decay, soil mixing and weathering,
C(t) [36], 3) Kerma rate to air, K(t), from penetrating gamma rays emitted by all radioisotopes, normalized
to the Cesium concentration C(t) [35], 4) Conversion from kerma in air-to-dose in person, as a function
of age, at time t [12], [36], [35], [45], [28], & [29]; 5) Modifying factors for time spent outdoors based on
occupation and age. [35]; and 6) Shielding factors based on residency indoors and typical construction [35].


The data are integrated and presented as the annual dose rate received by each individual in units of
mSv/year.


Figure 1 shows the results of the dose reconstruction for males and females in terms of annual dose rate,
milliSieverts per year, (mSv/y) and time integrated cumulative dose (mSv), and Table 1 listed the descriptive
statistics for the cumulative dose.


To assess perceived Chornobyl-related health risk, we constructed a perceived Chornobyl-related health
risk index crhrw# consisting of an index of three items, measured separately in each wave of the study.
From 1980 to the date of Chornobyl accident, we called the prelude period. Wave one covered the time from
the date of the Chornobyl accident, April 26, 1986, through the end of that year, December 31, 1986. Wave
two covered the period of January 1, 1987 through December 31, 1996. Wave three covered the time since
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Figure 1: Cumulative external dose and differential external dose excluding natural background and voluntary
medical radiation
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Table 2: Perceived Chornobyl-related health risk crhrw(#) Cronbach (α) reliability
Chornobyl- related
health risk index male α female α
Wave 1 : crhrw1 0.822 0.761
Wave 2 : crhrw2 0.835 0.796
Wave 3 : crhrw3 0.841 0.818


January 1, 1997 until the end of 2009. The interviews for the general sample began in 2009 and ended in
2011.


The variables averaged in the index were 1) How much in percent the respondent believed Chornobyl
accident affected his or her health, 2) How much in percent respondent believed that Chornobyl accident
affected his or her family’s health, and 3) the percent of belief in the statement that in Kiev/Zhitomyr
oblasts, most human cancer cases are known to be caused by radiation. We justified the combining these
items by the scale α reliability exceeding the recommended Cronbach’s alpha reliability of of 0.70 for scale
inclusion, as indicated in Table 2 [42]. Thus, our averaged index of perceived Chornobyl accident health risk
covers the self, the family, and the community in level and scope.


When the Chornobyl related health index was broken down by gender, we called the male variable,
mrpre2, and the female variable, frpre2, displayed in the initial models of the following tables.


The third major candidate explanatory variable was the recollection of the respondent of the number of
illnesses experienced during each wave. We tested all of these variables in the initial gender-specific model.


All procedures applied were approved by the Institutional Review Board at the University of Colorado,
Boulder, before they were implemented.


5.4 Confounding variable circumvention


Ukrainian history is replete with events after 2005 that are likely to confound any psychological analysis
of depression, anxiety, or even PTSD. They entail gas supply and price disputes followed by natural gas
cut-offs in the winters of 2006 and 2009. They include political crises in 2007 over the dismissal of Par-
liament, scheduling and paying for new elections, and commotion over meddling with Constitutional Court
membership [4]. Although we do not want to get into a detailed discussion of the relative impact of this new
array of sources of discontent, we need a way to circumventing their impact on the remnants of self-reported
depression from the impact Chornobyl on depression. We observe a surge in depression during this 2006
through 2010 period of difficulty that is larger than even the impact of Chornobyl. In 2006, there was arctic
winter blast that killed 53 people and later that year there was an outbreak in the Crimean part of Ukraine
that hospitalized approximately 3000 people. Without a means of avoiding the impact of these intervening
events, it may become impossible to distinguish the impact of Chornobyl on the impact of these other events,
thereby compromising the internal validity of any retrospective study of the psychological impact of those
events. Although we recognize that this method may not be a panacea to this problem of disentangling
other more minor sources of depression with that stemming from Chornobyl, it should suffice to historically
distinguish the major challenges to the recollection of what came from Chornobyl. We attempt to circumvent
the intrusion of these intervening impacts by reverting to an earlier point of forecast origin, and forecasting
remaining depression over this time period with a type of conditional forecast of an alternative scenario.
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6 Statistical methods


6.1 State space model selection


We needed a method that could develop an explanatory model that could be used with relatively small
data sets. We needed a model which we could use to test key explanatory variables. We needed a model
that could perform both out-of-estimation-sample ex post and beyond the end of the actual data ex ante
forecasts. We also needed a method that could incorporate mixed frequency variables along with dummy
impact indicators to identify and measure a latent state or structure. We needed a model that could update
such a latent structure and smooth it for signal extraction. Because exponential smoothers has been shown
to forecast well with such datasets and because state space models have been interpreted as an elaboration of
exponential smoothing [25]., and because some of our data are sampled at different frequencies, we decided
that this method, which had been applied to mixed frequency data to analyze a latent state vector, could
be applied properly to our data. In sum, we needed a statistical model with which we could do hypothesis
testing, model-building, and forecasting with mixed frequency data.


The statistical method of choice was state space (unobserved components) modeling, originally developed
by Richard Kalman in 1960. This technique is used for tracking rocket trajectories, after Dr. Stanley F.
Schmidt of the NASA-Ames Research Center modified the Kalman Filter so it could be used for navigation
of Apollo 8 flights to the moon [27], [5, xiii, 13, 431][43, xv, 206, 213].


After summarizing this method, we will organize our statistical analysis as follows. In all cases we
visually review the shape of the reported depression trajectory depicted in time series plots. We will present
an initial model which will determine which unobserved components– for example, level and slope– and which
explanatory variables significantly contribute to the explanatory model from which we can reliably forecast
. In the initial model , we test explanatory variables in our research questions to empirically ascertain the
answers those questions. Therefore, we test cumulative exposure to 137Cs as an indicator of cumulative
external dose, perceived Chornobyl-related health risk, along with other variables or event indicators that
significantly improve the explanation of annual average of self-reported depression.


Second, we prune from this initial model all statistically nonsignificant variables, components, and event
intervention dummy variables not needed for the trimmed model. We trim the model to obtain the most
parsimonious, encompassing model that optimally explains and predicts the reported levels of post-accidental
depression.


Third, we subject these components, variables, and event dummy variables to a battery of misspecification
tests. We test the model for validation with the misspecification tests. Therefore we test the model residuals
for independence, normality, homogeneity, and autocorrelation. We use standardized residuals to examine
serial correlation or lack of independence. Independence is checked with the Box-Ljung Q statistic; residual
normality is tested with the Bowman-Shenton test, homogeneity is checked with a Chow breakpoint and
a CUSUM squared test, and residual autocorrelation is tested graphically with correlograms. We check
the CUSUM test for parameter stability, along with index plots of the auxiliary standardized residuals to
identify outliers or level shifts. We combine the tests for normality, skewness, and kurtosis to obtain a
quasi-Jarque-Bera assessment of the behavior of the residuals. Although we do not display all of this output
here, we indicate these results in a misspecification test summary table. If the variables remain statistically
non-significant and pass the misspecification tests, they are retained in our final trimmed model.


Fourth, we test for predictive validation of the model. Merely because a model fulfills the assumptions
for model validity does not mean that it has predictive validity. If the model is over-fit, over-parameterized,
or over-specified, part of the parameterization would be modeling the noise as well as the signal. The result
would be a high goodness-of-fit coupled with a poor forecast. In this section, we evaluate the model for over-
fitting or over-parameterization. The process of predictive validation entails an ex post forecast evaluation,
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in which we compare the observed data in the validation segment with the forecast over that segment. If the
results indicate no significant difference between the observed and predicted within this validation segment,
the predictive validation will have been fulfilled. Passing this test provides a license for ex ante forecasting
beyond the end of the data.


Fifth, we project employ iterated projections, sometimes called one-step ahead forecasts, of depression
from 2005 to the end of our forecasting horizon in 2010. For this purpose, we employ Root Mean Square
Forecast Error (RMSFE), Mean Square Forecast Error (MSFE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE) to confirm the accuracy of our forecasts against the remainder of our
data.


Sixth, we perform an evaluation of the that forecast. By using the hold-out or validation segment of the
data for this, we have a reliable basis of comparison for our ex ante forecast evaluation. The criteria used
for this evaluation are the error (actual - forecast), the root mean square error ( the standard error of the
forecast), the root mean square percentage error (which takes only positive values), and to minimize outlier
distortion we also use the mean absolute error, and the mean absolute percentage error.


6.2 The date of forecast origin


The measures we take to overcome this challenge to the internal validity of the study may appear novel, but
not radically new. We forecast from a point of origin at the beginning of the year of 2005 so that our forecasts,
which project the impact of Chornobyl on depression, are not compromised by challenges of subsequent major
confounding or intervening variables that occur after 2004. In this way, we displace large confounding or
intervening impacts that could confound our analysis of psycho-social depression. Redefinitions of starting
positions are commonplace in forecast evaluation.


Tashman (2000) has advocated flexibility in the position of the forecast origin for forecast evaluation to
overcome corruption of evaluation by end effects. With rolling origin forecasts, the forecast accuracies are
computed for various forecast horizons and then averaged to obtain an omnibus measure for the method [48,
439].


We combine an element of this approach with that of a scenario forecast, predicated upon a spectrum
of variable conditions fundamental to the forecast outcome. In 1950s and 60s, Herman Kahn, as a Rand
Corporation military strategist, conceived of the ”ladder of military escalation,” for defense planning [30]
Michel Godet in 1982 suggested forecasting different futures by problem formulation, key variable searches,
formulation of strategic stakes and objectives, and the formulation of scenarios as probabilistic road maps
to alternative futures [20]. Sensitivity analysis entails a variety of what-if questions and answers to reveal
fundamental variability of a model. Ed Leamer’s extreme bounds analysis (1983) is an example of this kind
of analysis [34]. Pierre Wack (1985) explained the Royal Dutch Shell application of multiple scenario analysis
as a planning tool for the oil crisis of 1972-73 [50]. The alternative future that we consider is what would
have occurred had the process not been impacted by confounding variables possibly behind the subsequent
observed surge in the symptom under consideration. The statistical technique we employ is structural time
series analysis owing to its applicability in longitudinal impact analysis.


We find that if we use 2005 as a point of forecast origin, our model can explain the trajectories of reported
depression with predictive validity and it can avoid the political and economic turmoil of 2006 through 2009.
At the beginning of both of these years, the flow of natural gas to the Ukraine was cut off, which caused
considerable anxiety and depression on the part of those already suffering from it.
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6.3 Structural time series analysis


Although we used Stata for general data management, we selected the OxMetrics Suite in general, and
STAMP, in particular, by Siem Jan Koopman, Andrew C. Harvey, Jurgen Doornik,and Neil Shepherd, for
our analysis. This package has a track record of superb performance and accuracy when applied to time
series analysis [52] With state space models, we focus on latent components, explanatory variables, and
event interventions of the data generating processes we are analyzing. As we identify the model elements,
we check them for model fit, component integrity, historical accuracy, hypothesis testing, predictive validity,
and forecast accuracy, during the model building process. The state space model consists of a system of
equations including a transition and a measurement equation. The state space models are named according
to the principal components or factors in the model. In this explanation, we follow the notation of Koopman,
Shephard, and Doornik in SsfPack 3.0 [33].


6.4 Transition equation


The transition equation models unobserved time series components as they evolve over time. The transition
process of moving a state (of latent structure, explanatory variables, and event intervention indicators ) from
one point in time to the next is that of a first-order autoregressive projection plus a regression on the shock
or innovation. This transition, followed by an iteration of the measurement phase, an augmented factor
analysis, is called Kalman filtering [1, 36]. It is a process of the state (latent structure) being iteratively
projected and redefined from one time period to the next. It is a process of Bayesian sequential updating of
the mean and variance by taking weighted averages of the current and past values to obtain expected values
of those parameters.


αt+1 = Tαt +Htεt (1)


where αt = a m x 1 state vector, where m = the number of rows (components + variables + dummy
indicators) in the state vector, T = an m x m matrix of transition coefficients, and Ht = an m x r transition
error vector, and εt is an r x 1 error vector.


6.5 Measurement equation


The measurement equation defines a principal components or factor analysis to define the latent structure
(of components or factors). At each period of time, a factor analysis uses the observed variables to rederive
the latent structure. Thus the latent state (factor structure) is observed to be redefined.


The factor analysis is defined by the measurement Equation 28. The factors consist of a state vector,
shown comprised of components that have a sufficiently high signal-to-noise (q) ratio, where the noise
comprises the irregular component in the time series. The measurement equation can model a level, a slope,
a seasonality, and a noise component to comprise- the parameters that are included in the state vector for
updating. The measurement equation defines the relationship between the observed variable, yt and the
latent state vector, αt, and the error vector Gt in an abbreviated form, such as


yt = Ztαt +Gtεt (2)


where our observed endogenous variable, yt is an N x 1 vector (N=the number of variables) is a product of
a N x m factor loading matrix, Zt and the Gt, a N x r measurement error squared vector at that time.
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6.6 Kalman filter


In this presentation of the Kalman filter, we follow the work of Koopman, Shephard, and Doornik (2008)
and their notation [33, 7-49]. From these two equations, we are able to compute four system matrices: Φt,
an (mxN) by m matrix , Ωt, an(m+N) by (m+N) matrix, ut, an (m+N) by (r+ r) matrix, and an ( m
+ 1) by m matrix of initial conditions, where N = the number of variables, n = the number of observations,
m = the number of rows in the state vector, and r = the number of rows in the error vectors (Gt)or(Ht).


Φt =


[
Tt
Zt


]
Ωt =


[
HtH


′
t HtG


′
t


GtH
′
t GtG


′
t


]
ut =


[
Ht


Gt


]
εt (3)


Therefore, we can stack the transition equation atop of the measurement equation and process the system
as follows:


[
αt+1


yt


]
= Φtαt + utεt (4)


Because we assume mean centering,


νt = yt − Ztα1 (5)


We can compute the variance of νt to obtain


V ar(νt) = Ft = Pt + σ2
G (6)


Ft = ZtPtZ
′
t +GtG


′
t (7)


where Ft = the total variance, Zt = an N x m the factor loading matrix of observations by variables, Pt =
the m x m covariance between the observable variable and the state vector (variance of the state vector),
and Gt = an r x 1 measurement error vector, and GG′ = the r x r specific error variance matrix.


First starting values are obtained for the state vector and its variance, and if the components of the state
vector have been mean-centered, they can be set to zero. The values of the initial variance P1 is set to a
very large number.


α0 = (α1, P1) (8)


The innovation is computed.


νt = yt − Ztα1 (9)


From this error, we can compute its variance


Ft = ZtPtZ
′
t +GtG


′
t (10)
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To obtain the coefficient of the Kalman gain, Kt, the following formula are used.


Mt = (TtPtZ
′
t +HtG


′
t) (11)


Kt = MtF
−1 (12)


from which we can project the state vector


αt+1 = Ttαt +Ktνt (13)


and its variance


Pt+1 = Pt(1−Kt) +HtH
′
t (14)


[
Pt+1 Mt


M ′t Ft


]
= ΦtPtΦ


′
t + Ωt (15)


after which we update until we reach the end of the series, with


νt = yt − ŷt (16)


αt+1 = ᾱ+Ktνt (17)


Pt+1 = P̄t+1 −KtM
′
t (18)


For a detailed explanation of the Kalman filter recursions, Harvey (1989, 104-113) and Durbin and Koop-
man (2000, 12) also are recommended.


7 Local level model


There are two state space models that we find most useful for estimating our models. The first of these
version is the local level model plus regressors and event dummy variables. We will discuss the local level
model plus noise first.


7.1 Measurement equation


In this model, the measurement equation defines a simple process consisting only of a local (which can change
from one time period to the next) level, plus an error (irregular component) vector, Gt. The local level, µt,
in time series is sometimes called a drift parameter. Gt is the irregular (error) component. We can formulate
the measurement equation for the local level model as


yt = µt +Gt Gt ∼ NID(0, σ2
Gt


) for t = 1, ..., T (19)


where yt = the observed variable, µt = local level component, and Gt = the measurement error.
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7.2 Transition equation


The transition equation for the local level model could be expressed as


µt+1 = µt +Ht Ht ∼ NID(0, σ2
Ht


) for t = 1, ..., T (20)


where µt+1 = a projection of the local level component ahead one time period into the future, µt = a local
level component at time = t, and Ht= the transition equation error, moving along time path t = 1, ..., T.
The transition error is distributed normally and independently with mean = 0 and variance = σ2


Ht
.


7.3 Initialization, estimation, and smoothing


The Kalman filter is a Bayesian updating sequential process that requires starting values. The sequential
updating is done with a weighted average, weighted according to the precision (inverse of the variance)
of the estimates. With no prior information, a non-informative prior variance must be applied to the to
construct the weights. A very large variance approximating is applied to construct a tiny weight for a prior
distribution; hence the term a diffuse prior. The process is initialized with a by applying starting values for
the Kalman filter. The initial conditions are specified in an ( m + 1) by m matrix. When not otherwise
specified, it is assumed that the initial conditions are fully diffuse, such that


∑
=


[
P1


α1


]
(21)


where α1 ∼ N(0, κI) and P1 = P∗ + κP∞ with P∗ = 0 and P∞ = I, with κ→∞
During estimation with maximum likelihood, the filtering uses the sequential updating with a weighted


average of the previous and current values to obtain the predicted values of the mean and variance of the
parameter. When the parameter estimates converge to a steady state and the results are reported.


After the filtering has been completed and all of the data are collected, the smoothing of the signal can
take place, using all of the data simultaneously, in the reverse direction. From the smoothing all the data,
we extract signal from the noise. Because this algorithm is based on a random walk plus noise, it works well
with nonstationary data, provided that an augmented Kalman filter, which we will explain shortly, is used.
We will also discuss adding the regressors and intervention indicators after we discuss adding a local trend
component in the next section.


8 Local linear trend model


A local linear trend model consists of a local level, µt, and a slope component, βt, to an irregular (error)
component, Gt. The local level and local slope parameter are together referred to as the trend, although the
slope parameter alone is often called the trend term in a simple OLS regression.


8.1 Measurement equation


The measurement model of this local linear trend model can be expressed as
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yt = µt + βt +Gt (22)


8.2 Transition equation


The local linear trend model has a transition model comprising updating equations for both the local level
and the slope components, such that


µt+1 = µt + βt +Ht Ht ∼ NID(0, σ2
Ht


) (23)


The slope parameter could be fixed (if the error term were set to equal zero) or it could be random
(stochastic) if the slope error term were nonzero and significant. If the q of the slope parameter is not
significant, the slope is generally automatically dropped from the model. If the slope does not contribute to
the model we could dispense with the slope term, (βt), altogether and rely on the local level model. However,
if the slope signal to noise ratio, qβ , contributes significantly to the process, we would keep the β term in
the measurement equation and include a slope updating or transition equation


βt+1 = βt +Ht ζt ∼ NID(0, σ2
Ht


) (24)


8.3 The state vector


We can handle such multiple equations systems by vectorizing or stacking their endogenous components in
a state vector. For example, a local linear trend model would have two parameters, the local level and the
slope, which we could stack in a state vector, αt as follows


αt =


(
µt
βt


)
(25)


We could then project our state vector along a trajectory in accordance with the state space recursions.


αt+1 = Tαt +Gt (26)


8.4 Initialization


The initialization is the same as that described above, although the initial conditions matrix may become
more stacked than before when other items are added, except that here β1 ∼ NID(0, κ), where κ → ∞
also.


8.5 Adding regressors and event indicators


Not only are these equations stacked as such, the state vector can be a stack of unobserved component,
regressor variables, and event dummies. This state vector of components can now be augmented by regressors
and dummy indicators.


At each time period, the state vector, αt, is projected forward in time by the two equations preceding it.
This defines the temporal evolution of a dynamic factor model.
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αt+1 = Tαt + wtb+RGt (27)


where wt = the regression parameters, b= the regression coefficient matrix, T = the transition matrix, R =
selection matrix of zeros and ones. Gt = an error vector, and α is a state vector of stacked components.


Our initial measurement equation may consist of one or more components (local level and local slope),
plus explanatory variables (perceived Chornobyl health risk and recalled count of illnesses), and potentially
some event dummy variables (identifying outliers or level shifts):


yt = µt + βt + λtIt + ωxt +Ht Ht ∼ NID(0, σ2
Ht


) (28)


where µt = local level component; βt = slope vector component (gradient of trend, µt); ωt = vector (of
explanatory mean-centered variables, xt ); λt = vector of coefficients (of event indicators, It); and Ht =
measurement error vector. In this case this model, there would be multiple stacking of components, fixed
and/or stochastic variables, and dummy impact indicators on top of one another in the state vector.


8.6 Augmented Kalman filter


Further stacking of the non-stationary and stationary components takes place within the state vector, so
that a diffuse prior can be applied to the partition of non-stationary components while normal maximum
likelihood procedures are applied to the stationary partition [13], [14]. Readers interested in the details of
this recursive algorithm are encouraged to read excellent discussions of Harvey(1989) [22], ,Commandeur
and Koopman(2007) [11], and Durbin and Koopman(2001) for background [17].


8.7 Analytical protocol


We analyzed our models in six stages. In this initial stage, we performed our hypothesis testing. In the first
stage, we attempted to fit an local linear trend model along with all of the explanatory variables we attempt
to test. We tested the average cumulative external dose in mSv, the perceived risk score, and the mean
self-reported number of illness per period. We retained all of the components with significant signal to noise
ratios. If the model converged, we retained all of the statistically significant components and variables.


In the second stage, we refined our model by trimming out the superfluous components. We removed the
variables that did not contribute to a proper fitting of the model and estimated the trimmed model with
maximum likelihood until the model fully convergence to a steady state. We endeavored to refine the model
by adding event dummy effects that significantly improve the fit. By testing the significance of temporal
events with intervention variables, we determined what events with immediate impact significantly explained
the endogenous depression variable, yt . In the trimming of the model, we refined it so as to maximize the
variance explained by the endogenous variable.


Thirdly, we assessed the model for validity by subjecting it to a series of misspecification tests. If the
model passed these tests, the assumptions were adequately fulfilled so the model could be considered valid.
These tests confirmed the independence, homogeneity, and normality of the residuals of the components
estimated.


Fourth, we evaluated we the last eight observations of the model for predictive validation. In these tests,
we tested for significant deviation of the forecast over the observed data within the validation segment of
the sample. If the model passed these tests, we deemed it suitable for further forecasting.
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Fifth, reverting to the 2005 point of forecast origin, we proceeded to forecast over the remaining five
years to circumvent the surges in depression that could confound or analysis.


Sixth, we subjected the final conditional forecasts to forecast evaluation with one novel modification. We
began our forecasting prior to end-effects that could confound our analysis. We evaluated the accuracy of
the conditional forecasts against the realized depression and show that the end-effects exceed 95% forecast
confidence intervals from a 2005 point of forecast origin. We assumed that these surges in depression
follow from a cascade of new crises. Although we do not claim that this method circumvents all intervening
variables, we employ it to circumvent intervening impacts of crises that could undermine the internal validity
of a retrospective analysis. We will discuss this assumption in detail later.


9 Sample Characteristics


The sample consisted of 702 respondents from the Kiev and Zhitomyr oblasts in Ukraine. By gender, the
sample comprised 48.29 % (339) males and 51.71% (363) females. Most of the sample resided in Kiev oblast
at the time of the survey (2009 through 2011) 85.9% (603) came from Kiev and 14.1% (99) from Zhitomyr
oblasts. Approximately 32%(224) were 41 years old or younger. Approximately 31% (218) were 42 thru 54
years old, and about 37%(260) of the sample were 55 or more years old.


At the time of the interview, most respondents (approximately 70%(488)) reported being married with
9% (64) reporting being single. About 7% (49) said that they were divorced and about 9% (61) reported
being widowed. About 5%(32) indicated that they were cohabiting.


The occupational status consisted of a plurality percentage as occupying a professional, executive, or
administrative position at the time of the interview. Approximately 62% (434) indicated that they were
employed full time with about 8.12% reporting part time employment. Only 5.13% claimed that they were
unemployed and about 25% described themselves as being retired. At the time of the interview about 26.92%
(189) of the respondents indicated that they were professional, executive, or administrative positions. 26.63%
(167) reported that they were homemakers or caregivers. 19.30% (121) described their positions as technical
sales or administrative support. 11.96% (75) maintained that they were in a service occupation or protective
services. Almost 7% (43) stated that they were working in a precision production or mechanical craft or
construction. 3.67% reported being factor laborers, machinists, cleaners, or involved in transportation. 1.28%
(8) indicated that they were involved in agriculture, forestry, fishing, trapping, or logging. One respondent
reported being a student.


The sample was in general well educated, with slightly more than 40% (281) indicating that they had
finished a master’s or specialist’s degree. 34.33% (241) reported having a technical degree. 13.82% (92)
indicated that they had graduated college with a bachelor’s degree. About 1% indicated that they held a
PhD, Ph.sci, or MD. The drop-out or incomplete rate was minuscule in that only 5.27% (37) reported having
only a high school or less education and only 5.41% had not finished college or had not earned a bachelor’s
degree. In terms of education, this was a fairly well-accomplished sample.


Income sufficiency indicated the financial stress on the sample. Approximately 15.78% (98) of the re-
sponses indicated that their income was not sufficient for basic necessities, whereas 47.67% (296) reported of
the responses reported that their income was just sufficient for the basic necessities. About 1/3 (33.01%)of
the responses (205) maintained that their income was sufficient for the basics plus a few extra purchases or
savings now. Only 3.54%(22) of the responses admitted that they live comfortably and afford luxury items.
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Figure 2: Cumulative external dose (excluding natural ambient and medical diagnostic or treatment radia-
tion) and psycho-social depression in Kiev and Zhitomyr oblasts


10 Psycho-social depression in Kiev and Zhitomyr oblasts follow-
ing the Chornobyl nuclear accident


We examined psycho-social depression of the residents of Kiev and Zhitomyr oblasts separately for males
and females for the effect of Chornobyl on that symptom. We compared the impact of Chornobyl and we
forecast from immediately after the Orange revolution at the end of 2004, using 2005 as the point of forecast
origin. In this way, we attempted to control for the impact of events after 2005, which are associated with
a surge in depression. Without such a control, the confounding impact could render any semblance of the
Chornobyl effect hopelessly distorted. In Figure ??we displayed the levels of depression before, during, and
after Chornobyl with a view toward identifying immediate impacts on these events.


It should be noted that the external dose not only does not include natural background radiation (from
radon in the ground or cosmic radiation), nor does it include any radiation from voluntary medical or dental
x-rays either.
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10.1 Male Depression Model


For the inquiry into male depression, we began an analysis of an initial model, consisting of the unobserved
components and the regression predictor variables– namely, average cumulative external dose measured in
mSv, perceived Chornobyl health risk,


The conventional formula applies only to stationary data, where values are bounded by the limits of 0,1. For
non-stationary data, Andrew Harvey (1989) suggested using a variant that is more robust to trending data,
which he calls Rd2:


Rd2 = 1− sse∑T
t=1(∆y −∆ȳ)2


(29)


where the denominators consist of differenced terms measuring rates rather than undifferenced ones measur-
ing levels of the endogenous variable [22, 268].


The Rd2 is a formula for proportion of explained variance, where the denominator of the proportion of
error variance is more robust to nonstationary data than the denominator in the conventional R2 formula.


Both the omnibus fit statistics, the State vector components, and the State vector regression effects of
the initial and final models are displayed in Table 3.
The trimmed male depression model included the same unobserved components in our final model, along
with the parameters that were found to be statistically significant, plus any event dummies that help explain
significant variations in the residuals. Non-significant parameters are usually pruned from this model. In
the trimmed model, we changed one intervention, leaving a more parsimonious explanation of depression.


10.1.1 Initial male model depression model


Our initial male depression model contained the a local level, local slope, and an irregular component, plus
some explanatory variables and event impact indicators. This model tested the effects of male average age,
cumulative external dose effects, male perceived Chornobyl related health risk and recalled average number
of illnesses per period, along with an event impact dummy variable for a level break in 1991 contained within
it.


The general form of the trimmed male depression model is only slightly different in that it lacks a
significant slope component. The trimmed male depression model fit about as well as the full model, as
shown in Table 3, but is much more parsimonious. We pruned statistically non-significant variables to
obtain a more parsimonious model. In addition to dropping the average cumulative male dose, we added an
event impact dummy at 1996 to significantly improve the fit. The parameter estimates of both models are
displayed in Table 3.


We found that the average male cumulative external dose of radiation from 137Cs did not appear to have
a statistically significant impact on male depression in this sector of Ukraine. After it appeared to be non-
significant in the initial model, we pruned it from equation. Male psycho-social depression dropped in 1991
as the Soviet Union collapsed. However, perceived Chornobyl related health risk remained as statistically
significant. The coefficient is positive, indicating that there appears to have been a positive relationship
between perceived Chornobyl related health risk for men and male psycho-social depression in Kiev and
Zhitomyr oblasts. There was a positive shift in depression in 1996.


Thus the measurement equation formula that appears to parsimoniously explain and predict male de-
pression can be expressed as
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Table 3: Male Depression Models with Regression effects in final states


Initial Full Male Model Final Trimmed Male Model


BIC -8.104 -8.444
LL 85.354 - 90.979
-2LL -170.707 -181.958
Rd2 0.956 0.953
Prediction
Error
variance 9.7e-05 8.95e-5


State
vector
components value prob value prob
Level 0.274 0.254 0.094 0.001
Slope 0.003 0.003 0.002 0.601


Final
State
regression
effects: Coef SE t-value prob Coef SE t-value prob
Mean
cumulative
external
dose -0.133 0.152 - 0.860 0.402
Recalled
# of
Illnesses -0.116 0.051 -2.330 0.033 -0.177 0.037 -4.769 0.000
Male
perceived
risk 0.196 0.0512 3.784 0.001 0.152 0.009 17.662 0.000
dlmaleage -2.041 9.875 -0.207 0.839
Level
shift
1987 -0.034 0.014 -2.554 0.020
Level
shift
1991 -0.036 0.011 -3.150 0.006 0.033 0.010 3.180 0.005
Level
shift
1996 0.028 0.010 2.748 0.012


Final Status Steady state w full converge. Steady state w full converg.
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Table 4: Misspecification tests


Misspecification
Test Sig level


residual autocorrelation
ACF of standardized residuals ns
Bowman -Shenton test
residual normality ns
residual homogeneity
cusum residuals ns
Irregular residual normality ns
Irregular residual skewness ns
Irregular residual kurtosis ns
Level residual normality ns
Level residual skewness ns
Level residual kurtosis ns
Slope residual normality ns
Slope residual skewness ns
Slope residual kurtosis ns
Legend ns = (p > 0.05) if p < .05, then p-value is displayed


MaleDept = 0.094Levelt + 0.002Slopet + Irregulart


−0.177NumIllt + 0.152MalePerceivedRiskt


+.033LevelShift 1991t + 0.028LevelShift 1996t (30)


where MaleDept = male self-reported depression above 5%, Levelt = level component, Slopet = nonsignif-
icant slope component, NumIllt = average number of recalled illnesses per wave, MalePerceivedriskt =
Male Chornobyl related perceived health risk, and LevelShift 1991t = level shift at collapse of USSR, and
Levelshift 1996t = level shift at completion of Constitution and creation of national currency. Level shifts
are event indicator dummy variables coded as 0 before the event, and 1 thereafter.


From this equation for male depression, it is clear that the dominant explanatory variable is that of male
perceived health risk relating to exposure to radioactivity from radiation released during the Chornobyl
accident. Cumulative external dose is not a significant explanatory variable for the men. We notice that
the recalled average number of illnesses per wave emerges as a statistically significant explanatory variable
with a negative coefficient. Perhaps the identification or diagnosis of physical illness allows treatment and
recovery, reducing reason.


10.1.2 Male depression model validation


To test for misspecification, we tested for residual autocorrelation with standardized residuals, for residual
normality with a Bowman-Shenton test, along with tests for kurtosis and skewness. All tests were passed as
summarized in Table 4.
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Figure 3: Male depression after Chornobyl


When we find that this model fits well, we examine the estimated signal when graphed against the data,
in Figure 3.


10.1.3 Male depression model validation


Although the model fit quite well, we had to be sure that it is not overfit if we were to forecast with it. We
performed two tests for predictive validation. We forecast over the last 8 years of data and compared the
data to our forecasts to obtain an ex post forecast evaluation. We displayed the results of these two tests in
Table 5.


The results of the two statistical tests are encouraging. We found no statistically significant difference
between the forecasts and the data with a χ2 (df=8) test. Nor did we find that the forecast exceeded the
bounds of significance in the CUSUM test. Having reason to believe that our forecasts were reasonably
accurate, we performed our final forecast from 2005 onwards.


10.1.4 Some Ukrainian historical highlights


Before evaluating the forecast, we noted some of the Ukrainian historical highlights between the accident
at Chornobyl and patterns of general psycho-social male depression after 2005[4] that accompanied these
events. We used the historical highlights as temporal markers rather than as imputed causes.


We noticed a large spike in male depression in 1986, the same year as the accident at Chornobyl. We
found no delay in the rise of male depression at the date of the Chornobyl accident. Although the level of
male depression dropped substantially during the following year. For the next two years, the rate of male
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Table 5: Male depression model Predictive validation


Predictive validation


year error stand.err residual cusum sqrsum
1998 0.014 0.011 1.252 1.252 1.569
1999 0.008 0.011 0.691 1.194 2.046
2000 -0.003 0.011 - 0.269 1.675 2.118
2001 -0.014 0.011 -1.294 0.381 3.793
2002 -0.014 0.011 -1.301 - 0.921 5.487
2003 -0.005 0.011 -0.497 - 1.418 5.734
2004 0.016 0.011 1.506 0.088 8.001
2005 -0.010 0.011 -0.968 -0.881 8.939
Ex post-sample predictive evaluation.
Chi2( 8) test is 8.934 [0.346]
Cusum t( 8) test is -0..311 [1.237]
Ex post-sample prediction statistics.
Sum of 8 absolute prediction errors 0.085
Sum of 8 squared prediction errors is 0.001
Sum of 8 absolute prediction resids 7.779
Sum of 8 squared prediction resids 8.939


depression decline lessoned, and there was a steep decline in 1990, the year before the collapse of the Soviet
Union. In 1991, we observed a slight increase in male depression which flattened out till 1993 and lessens in
1994, the year of presidential elections.


In 1994 Leonid Kuchma succeeded Leonid Kravchuk as President of Ukraine. Depression increased. In
1996, a new democratic constitution was adopted and a new currency was introduced.


In 1997 a friendship treaty with Russia was concluded along with an agreement about a port for the
Russian Black Sea fleet. In 2000 the Chornobyl nuclear plant was finally shut down, and in 2002, the
Ukrainian leadership announced a bid to join NATO.


In 2004 Yanukovich won an election that observers claimed was rigged and which the supreme court later
annulled. Victor Yushchenko won an election and took office in 2005. Yulia Tymoshenko became prime
minister, but by September 2005, President Yushchenko dismissed her government. We notice that average
male depression increased after 2005, shown in Figure 4.


10.1.5 A Period of Pronounced Ukrainian political and economic turmoil


The period of 2006 through 2009 was riven with political and economic crisis in Ukraine. A Russian-
Ukrainian natural gas dispute developed during 2005, which led to a January 2006 Russian cut-off of the
supply of natural gas.


From 2006 to 2007, we observed a decline in average male depression. In 2007 we discerned average male
depression increase, in Figure 4, the data for which is provided in Table 6.


In 2006, a new constitution and currency(Hrivnia) was introduced. However, the winter was characterized
by an arctic blast that killed 53 people. Moreover, a hepatitus outbreak took place in the Crimean part of
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Figure 4: Ukrainian male depression forecast profile with 95% prediction confidence limits in Kiev and
Zhitomyr oblasts 2005-2010


Ukraine which hospitalized approximately 3000 people.
This year of 2007 was a period of political crisis and struggle in Ukraine. President Yushchenko tried


to dissolve the parliament and call for elections in May. Parliament called this decree unconstitutional and
refused to fund the new elections. Before the Court could rule on the issue, Yushchenko dismissed three
of the Constitutional Court judges. Yushchenko then cancelled his previous decree and rescheduled the
elections for September. In September one of the judges was reinstated by the court and the funding for an
election was arranged.


The year of 2008 was one when the impact of the Great Recession was experienced. In 2008, Gazprom
agreed to a new contract to supply Ukraine with natural gas in March, but by October 2008, the global
financial crisis led to a decline in steel prices which depressed the demand for Ukraine’s main export. Un-
employment rose and the Ukrainian currency value fell further.


By January 2009, the Russians cut off the gas again, which forced the closure of much of the industrial
sector of the Ukraine. Eventually in 2009 Tymoschenko brokered a gas treaty with Russia.


Instead of allowing these multiple economic and political crises of 2006 through 2009 to significantly
inflate reported depression, we forecast from 2005 onward, obtaining 95% forecast confidence limits as upper
boundaries of psycho-social depression before this new era of aggravation of depression. As noted above,
there were a multitude of possible causes of this increasing depression. We did not try to identify all of them
or even control for sources of minor variation. We merely endeavored to avoid any confounding of reported
depression from the impacts of historically intervening multiple, major crises.
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Table 6: Male Depression Forecast profile from 2005 onward
Forecasts with 95% confidence interval


period Forecast stand.err leftbound rightbound
2006 0.20547 0.01079 0.18389 0.22705
2007 0.20800 0.01682 0.17436 0.24164
2008 0.21053 0.02253 0.16547 0.25559
2009 0.21306 0.02827 0.15652 0.26960
2010 0.21559 0.03416 0.14727 0.28391


10.1.6 Forecast evaluation of male depression model


We needed to evaluate this forecasting model for its accuracy over the ex ante forecast horizon. Because
our temporal reversion to an earlier point of forecast origin, we could evaluate our ex ante forecast against
actual data. We already knew that this was a time of multiple political and economic crises associated with
inflated the actual reported depression, so we are not worried about a less than perfect forecast evaluation.
We expected the end-effect in the forecast horizon to enhance the error and this was the motivation for
circumvention of this potential distortion of long-lasting reported depression. Nonetheless, we have to obtain
a sense of how well our forecasts work under such circumstances.


To evaluate our final forecasts, we used several criteria of forecast accuracy. We considered the percent
coverage of the real data by the 95% forecast intervals, the root mean square error (RMSE), the root mean
square prediction error (RMSPE), the mean absolute error (MAE), and the mean absolute percentage error
(MAPE), listed in Table 7. These criteria enabled us to compare the results in our discussion at the end
of the paper. Instead of concentrating on forecast accuracy, we use the MAE and the MAPE, under these
circumstances, to assess, respectively, the absolute and relative inaccuracy of our forecasts, and by extension,
the absolute and relative impacts of the the multiple crises, on reported depression.


The formula for the mean absolute error is


MAE =
1


h


∑h
t=1 |Ft −At|∑h


t=1 |At|
(31)


and the formula for the mean absolute percentage error is


MAPE =
100


h


∑h
t=1 |Ft −At|∑h


t=1 |At|
(32)


where Ft = forecast for time period t, At = actual value of observation at time period t, and h = number
of time periods in forecast horizon.


Although the MAPE puts different scales on a uniform scale of percent, it suffers from scale dependence.
When the MAPE applies to forecasts of very small numbers– such as errors of size 1 or 2, they become
converted to large percentages. For example, if the correct value is 1, but the forecast is 2, an error of 1
unit is 100% in error. Similarly, if we found that the MAE was less than five, we could make an explicit
allowance for an apparently large percentage error due to scale dependence of the MAPE.


To compensate for such scale dependence scholars have proposed a symmetric MAPE (SMAPE). One
version ( number 3) of this SMAPE is more robust to outliers than others. The formula for the SMAPEv3
refers to the the portion of the data in the forecast horizon.
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Table 7: Male Depression Ex Ante Forecast Evaluation
Forecast accuracy measures from 2005 forwards:
period Error RMSE RMSPE MAE MAPE
2006 -0.01512 0.01512 0.68531 0.01512 6.85314
2007 -0.02729 0.02206 0.95267 0.02121 9.22639
2008 -0.05123 0.03463 1.37186 0.03121 12.67511
2009 -0.06635 0.04472 1.67966 0.04000 15.44302
2010 -0.04323 0.04443 1.67781 0.04065 15.69516


SMAPEv3 =
100 ∗


∑H
t=h−1 |Ft −At|∑H


t=h−1 |Ft +At|
(33)


where H = the total number of periods in the forecast horizon and h=the index for period number of the
forecast horizon. When we apply this to the forecast horizon and the period immediately before it, we
observe that the SMAPE for males is only 2.96%, a smaller and more tolerable error than that found in the
maximum estimate of the MAPE. With this much error in the ex anteforecast, it appears that the accuracy
of this projection is much better than we would have thought, had we relied on the MAPE alone for forecast
evaluation.


10.2 Female Depression Model


10.2.1 Initial female depression model


The initial female model included a local level, a slope, and an irregular component. Neither the local level
nor the slope component was significant in this initial model, even though the signal appeared to track the
data quite well in Figure 5.


The parameter estimate details of the initial and final female depression model can be found in Table 8.
In this initial full model, we tested the reconstructed external female dose (Mean cumulative external


dose, and found this effect to be statistically non-significant. Nor did was the first difference of the natural
log of female age (dlfemage) to be significant . The only variable found to be statistically significant in
the initial full female model was female perceived related health risk of exposure to radiation from the
radioactivity released during the Chornobyl accident.


We also tested the slope parameter only to find that this was not statistically significant either. Both of
these terms became candidates for deletion in the final model. The slope parameter was not found to be a
statistically significant component in the trimmed model.


To improve the fit of the initial female model, we trimmed the nonsignificant external dose variable
and the female self-report of average number of illnesses per wave. The variation accounted for by it was
apparently explained by the local level. What remained in the model was the local level, along with the
other variables we were testing–including the female mean cumulative external dose, the recalled number of
illnesses per wave, and the female perceived risk from exposure to radioactivity from the radiation released
during the Chornobyl accident, plus a level shift variable at 1987.


The trimmed female depression model is a more parsimonious explanation of the phenomena under
consideration and it fit better than the initial model. What was left is a local level and (almost significant)
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Table 8: Female Depression Models with Regression effects


Initial Full Model Final Trimmed Model


BIC -6.879 -7.390
LL 76.501 77.535
-2LL -153.002 -155.069
Rd2 0.845 0.886
Prediction
error
variance 0.0004 0.003


State
vector
components value prob value prob
Level 0.003 0.993 0.165 0.000
Slope 0.016 0.268 0.005 0.096


State
regression
effects Coef SE t-value prob Coef SE t-value prob
Mean
cumulative
external
dose -0.136 .211 -0..644 0.528
Recalled
# of
Illnesses -0.088 0.067 1.309 0.207
Female
perceived
risk 0.152 0.047 3.254 0.004 0.066 0.013 5.237 0.000
dlfemage 12.800 15.060 0.850 0.407
Level
Shift
1987 -0.048 0.0318 -1.515 0.147
Outlier
1986 0.075 0.018 4.134 0.001
Outlier
1997 -0.031 0.015 -1.997 0.060
Outlier
2000 0.028 0.015 1.813 0.085
Final
Status Steady state w full converg. Steady state w full converg.
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Figure 5: Female depression after Chornobyl


stochastic slope model. We also retained the female perceived risk of exposure to radiation released during
Chornobyl and the blip dummy representing a spike in female depression during shock of the Chornobyl
accident of 1986. However, we added another event dummy at 1996 to significantly improve the fit. The
resulting model parameters are displayed in Table 8.


10.2.2 Trimmed female depression model


Our trimmed female depression model included the local level, the female perceived risk, and three outliers–
one in 1986 at the time of Chornobyl, another in 1997 and another in 2000.


The final female measurement depression model was formulated as


FemDept = 0.165Levelt + 0.005Slopet + Irregulart


+.067FemPerceivedRiskt


+0.075blip1986t − 0.031blip1997t + 0.028blip2000t (34)


where Fem Dept = Female reported depression, Levelt = local level component, Slopet = statistically almost
significant local slope component, Irregulart= irregular (error or noise) component, FemPerceivedRiskt =
female perceived Chornobyl related health risk. and blip1986t is a blip dummy indicator, coded as 0 when
the event is not taking place and 1 during the occurrence of the represented event. In this equation, the
outlier indicators are coded as 1 for the year indicated and zero otherwise.


When we examine the trimmed female model, we observe that the largest effect appears to be that of
the time-varying level. The second largest coefficient is that of the 1986 spike in depression (blip 1986t) at
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Table 9: Female model misspecification test results


Misspecification
Test Sig level


residual autocorrelation
ACF of standardized residuals lag3 : 0.01
Bowman -Shenton test
residual normality ns
residual homogeneity
cusum residuals ns
Irregular residual skewness ns
Irregular residual normality ns
Irregular residual kurtosis ns
Level residual normality ns
Level residual skewness ns
Level residual kurtosis ns
Slope residual normality ns
Slope residual skewness ns
Slope residual kurtosis ns
Legend ns = (p > 0.05) if p < .05, then p-value is given


the time of the Chornobyl accident. Almost as great as this impact is that of the female perceived risk of
exposure to radioactivity from radiation released from the Chornobyl event. It is noteworthy that female
cumulative external dose is not a significant predictor of reported female depression in this model. The
negative coefficient of the 1997 outlier may express establishment of the democratic Constitution in 1996,
the establishment of the national currency, and the signing of the Ukrainian-Russian friendship pact in 1997.


10.2.3 Female depression model validation


To assure proper specification, we tested for residual autocorrelation with standardized residuals, for residual
normality with a Bowman-Shenton test, along with tests for kurtosis and skewness. All tests were passed
with the exception of some significant outliers in the irregular residuals and the results are displayed in
Table 9.


10.2.4 Female depression model predictive validation


The model appeared to be generally well specified, apart from a significant autoregressive lag 3. When
we assessed the trimmed model for predictive validity before further forecasting, we obtained the results
tabulated in Table 10. That significant third lag appears to have had not to have significantly affected the
predictive validity of the model.


10.2.5 Forecast profile for Ukrainian female depression


Before forecasting with our data, we performed an ex-post forecast evaluation, the test results for which are
contained inTable 10 . We found that there is no significant difference between the forecasts and the data,
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Table 10: Female depression predictive validation


Predictive validation
year error stand.err residual cusum sqrsum
1998 0.008 0.021 0.386 0.386 0.149
1999 -0.006 0.019 -0.337 0.049 0.263
2000 0.000 . 0.000 0.050 0.265
2001 -0.007 0.021 -0.342 -0.292 0.385
2002 -0.011 0.019 -0.592 -0.882 0.738
2003 -0.005 0.019 -0.262 -1.146 0.808
2004 -0.021 0.018 -1.147 -2.294 2.115
2005 0.027 0.018 1.483 -0.8104 4.315


Ex post-sample
predictive evaluation.
Failure Chi2( 7) test is 4.315 [0.743]
Cusum t( 7) test is -0.310 [1.232]


Ex post-sample
statistics.
Sum of 7 absolute prediction errors is 0.086
Sum of 7 squared prediction errors is 0.001
Sum of 7 absolute prediction resids is 4.550
Sum of 7 squared prediction resids is 4.315
Legend: 1 missing value = .
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Figure 6: Female depression Forecast profile from 2005 over a five year horizon


and that the forecasts did not exceed the boundaries of the cusum test. With confidence in our predictive
validation, we proceeded to forecast ex ante.


We needed to evaluate this forecasting model for its accuracy over the ex ante forecast horizon, which,
because of our temporal reversion to an earlier point of forecast origin, permitted us to evaluate an ex ante
forecast.


We observed that the depression level emanating from Chornobyl and events shortly thereafter can be
projected ahead up to the current time. From this forecast we observed that the actual depression level
exceeded that forecast up to 2013.


Whether the reason for this excess depression is political or economic or sociological or psychological
clearly the impact of events after 2005 is contributing to excess depression on the part of the female Ukrainian
depression. One thing was probably the Great global recession in September 2008. It was all downhill after
that. So depression naturally increased. When the gas was cut-off on January 1, 2009, depression reached a
global maximum. We needed to examine the forecast profile in Table 11.


10.2.6 Forecast evaluation of female depression model


To evaluate the forecasts we use the error, the root mean square error, the root mean square prediction error,
the mean absolute error, and the mean absolute percentage error, listed in Table 12. Moreover, we can use
these measures to compare the forecasts between males and females over time.


However, the SMAPEv3 for the female depression forecast is only that of 4.73%, which indicates more
forecast accuracy than would have been suggested the MAPEe alone.
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Table 11: Female Depression Forecast profile from 2005 onward
Forecasts with 95% confidence interval from 2005 forwards:
period Forecast stand.err leftbound rightbound
2006 0.27277 0.01829 0.25450 0.29109
2007 0.27801 0.02092 0.25711 0.29898
2008 0.28324 0.02369 0.25956 0.30702
2009 0.28847 0.02660 0.26189 0.31519
2010 0.29371 0.02962 0.26409 0.32348


Table 12: Female Depression Ex Ante Forecast Evaluation
Forecast accuracy measures from 2005 forwards:
period Error RMSE RMSPE MAE MAPE
2006 -0.01924 0.01924 0.65888 0.01924 6.58882
2007 -0.03604 0.02889 0.93578 0.02764 9.03300
2008 -0.11345 0.06962 1.81942 0.05625 15.55529
2009 -0.11914 0.08479 2.14965 0.07199 18.97790
2010 -0.01759 0.07625 1.93923 0.06111 16.31214


11 Discussion


11.1 Modeling Trajectories of Depression


Our random telephone sample of the Ukrainian residents of Kiev and Zhitomyr oblasts focuses on psycho-
socio medical findings characteristic of the Ukrainian public. The sample did not focus specifically on cleanup
workers, evacuees from the exclusionary zone surrounding Chornobyl nuclear power plant, or young children
whose thyroid uptake of 131Iodine may have led to excessive thyroid problems among this population segment.
In Figures 1 and 2, we displayed the paths of the other variables that we tested to determine whether they
explained and predicted the reported levels of depression.


We graphed the trajectories of the reported levels of depression for the respondents from 1980 to 2010
in Figures four and six. For both males and females, these figures exhibit two principle surges in the level
of depression. The first surge occurred in 1986 during and immediately following the Chornobyl accident.
The second surge appeared between 2005 and 2010. After the first surge, the average level of depression
never returned to the to the pre-accident level. For both males and females, we found that the exposure
to radioactivity released during the Chornobyl accident was not a significant variable in a model either in
the explanation or in the prediction of this psycho-social depression. Rather, the perceived health risk from
exposure to radiation from radioactivity released during that accident is a dominant explanatory predictor
variable in both models explaining depression trajectories over time.


This empirical finding is supported by a report from the US National Academies of Sciences: Biological
Effects of Ionizing Radiation(BEIIR VII)(71) which summarizes the latest findings of epidemiological and
experimental research on low levels of ionizing radiation. At doses less than 100 mSv, statistical limitations
make it difficult to evaluate risks in humans. The lifetime-attributable-risk (LAR) for developing cancer in
a population receiving 100mSv would be about 1% for males and 1.4% for females. This is about 40 times
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lower than the incidence of cancer expected in the population from other causes. For our representative
sample, the median accumulated dose is about 10 times less than the external dose expected from naturally
occurring background sources.


We compared the male to the female depression trajectories in Figures 4 and 6. We found that both
surged to new peaks at the time of Chornobyl and declined sharply in the following year. Both paths
irregularly declined until 1991.


By 1991, the male and female depression paths crossed, as the male path dropped below that of the
female. By 1991 both depression trajectories began an irregular climb upward. The female path alternately
rose and fell twice, but each time it rose, it moved twice as far as it fell. In 1991, the male depression path
rose a little, remained level for two years before falling slightly. In 1995, both paths rose for a year and then
fell the next year. Both paths reached a local maximum in 1996, (after the arctic chill killed 53 people and
the hepatitus outbreak in Ukrainian Crimea hospitalized about 3000) and then declined somewhat in 1997
before both trajectories began to rise again. They attained a new local maximum in 2000 after which they
began declining until they reach a new turning point around years 2004-2005.


From 2005 onward, both depression trajectories rose until 2007 when they begin to surge upward again.
By 2008-2009 the depression levels reached a new peak, greater in magnitude than the depression level
reached in 1986.


With these data, we have developed state space models, based on a local level component, on the
perceived risk from radiation exposure to radioactivity released during the Chornobyl accident, plus some
event intervention dummy variables, formulated in Equations 30 and 34, that can track and forecast these
psycho-social depression trajectories following the nuclear accident at Chornobyl. Thus, we developed state
space models of psycho-social depression on the part of Ukrainians after the Chornobyl accident, and we
used these to test whether actual exposure or perceived risk predicted such depression, finding that the latter
was the primary driver of these depression. Moreover, we demonstrated that we could revert to an earlier
point of forecast origin to circumvent the major impacts of mediating events at the end of our time series
that otherwise would have impaired the internal validity of our analysis.


11.2 Predictive validation


We assessed the male and female model of reported depression for predictive validation. We examined the
validation period of six to eight years before the point of forecast origin, and we found that our forecasts
over this validation period were not significantly different from our actual data, which provided justification
for further forecasting.


11.3 Choice of a point of forecast origin


The period of 2006 through 2010 was an era of multiple major political and economic crisis in Ukraine. As
depicted in Figures 4 and 6, a surge in depression levels occurred from 2006 through 2009. We saw the
impact of these confounding variables as we observed the rise in realized depression that exceeded the upper
95% confident limit of the depression forecast from the point of origin, 2005, to the end of our data, in 2010.
This surge in reported depression is especially pronounced for women from 2007 until 2009. In order to avoid
confounding these other sources of disconcertment with depression, we decided to select our point of forecast
origin early enough in time to avoid having to model events after 2005.
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Table 13: Male depression forecast evaluations from 3 different points of origin


Forecast
origin Horizon Percent
year length coverage MSFE RMSFE MAE MAPE
1991 19 0.0000 0.134 0.366 0.346 166.863
1996 15 92.857 0.001 0.026 0.019 7.848
2005 5 60.000 0.002 0.044 0.041 15.700


11.4 Forecast accuracy over 2005-2010 forecast horizon


For our forecasts to be considered reliable, we have to assess them for accuracy. We do this by evaluating
the forecasts according to three measures of forecast accuracy over the 2005 to 2010 forecast horizon. They
are the percent coverage of the real data by the 95% confidence intervals, the MAE, and the MAPE. We use
the absolute value criteria rather than mean square measures because the former do not exaggerate errors
by squaring them.


When we examined our forecasts over the 2005 to 2010 horizon, we found the forecasts to be reasonably
accurate for both men and women, given that the surge in actual depression exceeded the 95% upper forecast
limit. In Tables Tables 13 and 14 forecast accuracy measures for males and females respectively over that five
year horizon are listed. The MAE and MAPE for male respondents are 0.041 and 15.7, respectively, whereas
for the women they are 0.0621 and 16.312. The percent of non-coverage, shown as the partial exclusion of
the actual depression data by the 95% forecast intervals, in Figures 4 and 6, was estimated to be 40 percent
for both males and females. Most importantly, the SMAPES for males and females were respectively 2.96%
and 45.73%, both less than 5.00 %, So the use of temporal reversion to a more optimal point of forecast
origin does not appear to have impaired this second horizon forecasting.


11.5 Alternative points of forecast origin


We tested the accuracy of the of the forecasts from 1991, when the Soviet Union collapsed, and from 1996,
when the Ukrainian constitution was written and the national currency established, against those from 2005,
and summarized the forecast accuracies in Tables 13 and 14.


The use of 1991 as a point of forecast origin would have been problematic for several reasons. The
forecast intervals failed to cover most of the real depression data: The percent coverage for males was 0.00
%, and that for females was a little more than 5.2 %. Secondly, 19 out of 31 observations were excluded
from the estimation segment of the data, generating a convergence problem for estimation of our the initial
full models.


The use of 1996 as a point of forecast origin for the percent coverage, MAE, and MAPE were better for
both men and women than when we forecast from 1991 and 2005. When we attempted to forecast from 1996,
15 observations were excluded from the estimation segment, generating convergence problems for estimation
of the initial full model for both males and females. For these reasons, we used 2005 as the point of forecast
origin, by which we more easily circumvented the major intervening and potentially confounding events than
if we use an earlier date.
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Table 14: Female depression forecast evaluations from 3 different points of origin


Forecast
origin Horizon Percent
year length coverage MSFE RMSFE MAE MAPE
1991 19 5.263 0.013 0.115 0.099 69.375
1996 15 68.421 0.001 0.030 0.018 6.601
2005 5 60.000 0.006 0.076 0.061 16.312


11.6 Internal validity


Historically intervening variables are a source of challenge to the internal validity of a study [9, 5]. Therefore,
we had to try to avoid the impact of the multiple political and economic crises of 2006-2010 by our temporal
reversion to an earlier point of forecast origin, lest the universal impacts of these events induce systematic
error from which even random selection may not completely protect [46, 209-210].


11.7 Statistical conclusion validity


With our sample size of 702, there were 339 males and 363 females. We obtained a large enough sample for
us to have the statistical power of the analysis to detect small-to-medium effects for any of our regression
analysis. Augmentation of regression effects does not appear to have impaired the filtering process. We also
determined that our perceived health risk index had sufficient reliability before applying it in our analysis,
shown in Table 2. For the state space models, we test the model assumptions and find our models to be
well-specified by evidence of their fulfillment. With the high proportion of variance explained and general
fulfillment of model assumptions, we believe our models to have reasonable statistical conclusion validity. In
our models, the initial prelude period before 1986 serves as a partial self-control.


11.8 Generalizability


Because our sample was a random telephone sample of the residents in the two oblasts, it was a representative
sample of the general Ukrainian public within the two oblasts surveyed. We randomly generated phone
numbers that we attached to the area codes provided by the Ukrainian telephone company. From each
household called, where we obtained permission for an interview, we interviewed only one respondent. Only
after a separate auditing group confirmed that all of these responses were voluntarily provided without
undue guidance by the interviewer, were the data uploaded to the Vovici corporation for initial dataset
construction. Most previous studies were not completely representative samples, whereas the respondents
selected for our sample were contacted only by randomized phone number generation. External validity is
much more effectively assured by random selection of respondents, with sufficiently large samples, than by
mere exclusion-inclusion criteria, propensity score matching, or post-stratification used in most case-control
or other observational studies [46, 209-210],[37, 212-221].


We endeavored to circumvent major intervening variables that could confound the analysis of depression,
whereas other studies did not. Bromet et al. (2011) have noted that it is all but impossible to disentangle
these long-lasting effects[8]. Although we make no claim that we are able to overcome all possible potentially
intervening variables, we employed an earlier point of forecast origin to circumvent incidents potentially
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associated with major surges of depression after 2005 (Figures 4 and 6). The evidence of the impact of these
events were the surges in annual average reported depression levels, exceeding the 95% confidence limits
of our 2005 to 2010 forecasts. The impact of historically intervening variables on an endogenous variable
can undermine internal validity of a study. Temporal reversion to an earlier point of forecast origin avoids
the impact on psycho-social depression by the gas disputes, political turmoil, and great economic recession
of 2008 through 2010, so we could focus on the level and trends of depression following the accident at
Chornobyl. Moreover, these multiple crises occurred one adjacent to the other with the great recession
overlapping the 2009 gas dispute. One crisis could mask an overlapping crisis one or in the case of adjacent
crises, the effects of one could smear the effects of the other. It would have been difficult to distinguish
individual crises from this crisis patch. To circumnavigate this turmoil of potentially confounding variables
and to convey a sense of what would have otherwise endured, we applied a form of a scenario forecast of
what would have followed, had that intervening turmoil not taken place. This technique may be useful for
averting such end-effect problems confronting forecasters.


11.9 Limitations


One limitation of this approach to circumvention is that other intervening events may have impacted our
analysis. We do not make any claim to have eliminated all such effects. By employing an earlier point
of forecast origin, we avoid having to model the political and economic intervening effects within the 2005
through 2010 forecast horizon. The potentially confounding events we avoid having to model are associated
with the largest surge in depression evident in the time series displayed in Figures 4 and 6, since the Chornobyl
accident. Without circumventing these intervening impacts, it would be extremely difficult if not impossible
to analyze psycho-social effects of the nuclear accident at Chornobyl.


Another limitation is our dependence on the recollection of respondents to report substantial and sig-
nificant changes in their levels of depression. The Chornobyl accident occurred in 1986 and, at the time of
our interviews, we had no other way to obtain a full description of the psychological effects of that accident.
Without such an analysis, there would be no empirical data on these effects. Nor would we have enough
empirical evidence of how to deal with a nuclear incident, whether from an inadvertent accident or from a
radiation dispersal device (RDD) or an improvised nuclear device (IND).


To combat problems of recall bias, we employed techniques to facilitate the memory of significant events.
We employed simple units of measurement. We asked respondents to quantify responses on a percentage
scale of 0 to 100. We dropped the lowest 5% so as to minimize confusion with moods swings and sadness.
We employed periodization with simple salient temporal markers to facilitate recall, such as the year of
Chornobyl, a period of of 1987 through 1996, and finally, the period since then until the end of 2009.
We posed these questions in various ways to help respondents recall important events and we asked about
associated medical diagnoses.


Because we began our point of forecast origin in 2005, we had only 26 years of data since the Chornobyl
nuclear accident until we had to begin forecasting. Taking annual averages of variables meant that the
number of time periods in our sample was not large. We needed to use a method of time series analysis
that can be used with smaller nonstationary series. Therefore we restricted our covariates to a very small
number of variables that we needed for testing variables related to our research questions. We could not
pack our tests with a large number of socioeconomic variables for loss of degrees of freedom for testing. In
a retrospective study age is constant and even when allowed to be time-varying, it did not prove to be a
significant predictor in these models.
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11.10 Directions for future research


The models we develop are merely a first step toward developing a more general depression model for persons
in the area beyond the exclusionary zone but in the general vicinity of a nuclear event. Perhaps when other
data are collected following other events, these results may be replicated there. It may also be possible to
combine the data to perform a more general depression predictive model at some later point in time.


We could also consider the impulse indicator saturation, step indicator saturation techniques of Sir David
Hendry, Søren Johansen, and Carlos Santos (2008) to identify structural breaks to model [31, 1-36] [15].
We could attempt super-saturation with broken trends or ultra-saturation suggested by Ericsson et. al.
(2014) [18] with the inclusion of the foregoing plus interactions in future research.


Till then, this article may serve as a means of projecting what psycho-social depression may be expected
of persons in outside the exclusionary zone around the site of a nuclear incident.
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Abstract: We study the determinants of somatic cell 
count (SCC) for farm milk among  U.S. dairies. We 
synthesize much of the work that has been done  to 
model SCC determinants in order to identify the 
potential impacts of buyer-imposed penalties and 
incentives within the supply chain. Additionally we 
estimate quantile regression for count data to measure 
impacts specifically for those operations with the 
highest SCC and to account for the statistical properties 
of the data. Premiums in particular have the potential to 
reduce SCC considerably where it is currently the 
highest. 


 
The quality of agricultural commodities in the United 
States, broadly defined, has wide-ranging economic 
implications. Quality drives prices received by 
producers as well as those ultimately paid by consumers 
in the retail sector. Consumers and all agents of the 
post-farmgate food supply chain increasingly demand 
food that is safe and traceable, factors tied directly to 
quality. The quality of U.S. agricultural output, relative 
to that of other nations, shapes international supply, 
demand, and trade. We draw upon a wealth of research 
across disciplines to develop an economic model to 
understand the quality determinants of farm milk, or 
bulk-tank fluid milk, as measured by somatic cell count 
(SCC). A great deal of work in the dairy industry has 
focused on SCC because it shares a well-established, 
inverse relationship with quality. A growing body of 
international evidence (e.g. Bennett, 2003) suggests that 
reductions in SCC in the U.S. dairy industry can 
mitigate the economic costs of diminished yields or 
infectious diseases that have been linked to elevated 
SCC and related bovine health issues. 


 
Farm milk is one of the United States’ most important 
agricultural commodities. The factors most important in 
shaping farm milk quality are relevant to welfare 
considerations throughout the dairy industry and for 
consumers, as a factor shaping retail food prices, and to 
the competitiveness of U.S. agriculture in the global 
market. Dairy products rank third among all agricultural 
commodities in terms of total receipts (Economic 
Research Service, 2013) and 12th  according to the total 
value of exports (Economic Research Service, 2011). 
With respect to global agriculture, it has been argued 
that comparatively lax federal regulations regarding 
allowable SCC  in  farm  milk  leaves  the  U.S.  dairy 


industry at a competitive disadvantage relative to other 
major exporters (Dong et al., 2012). Several states have 
begun imposing stricter SCC limits, which are  more 
comparable to those of other major dairy-producing 
nations. One consideration that factored into 
undertaking this study concerns the extent to which 
economic incentives themselves are associated with 
lower levels of SCC. 
Our results provide implications for both dairy 
producers and buyers with respect to increasing farm 
milk quality via reductions in SCC. In particular, we 
investigate how incentives or penalties, which can be 
imposed without high fixed costs (as compared to 
adjustments in capital or technology) within the dairy 
industry may be exploited to significantly reduce SCC. 
We also investigate important potential linkages 
between SCC and producer profitability. According to 
the Agriculture Resource Management Survey, the 
majority of dairy producers in the U.S. are not 
profitable, in that they do not have positive net returns. 
There appears to be a connection between average SCC 
levels and the probability of being profitable, 
particularly among smaller operations. Meeting certain 
SCC thresholds, set lower than the federally regulated 
maximum, may be reasonably attainable for a range of 
operations according to our results and can increase the 
likelihood of dairy producers establishing profitability. 


 
The Economics of SCC and the Dairy Industry 
Farm milk in the United States is marketed according to 
a grading system. The federal government has set 
standards to determine quality as being of Grade A or 
Grade B, the standards for the former being more 
stringent. Only Grade A milk can be marketed for fluid 
consumption, while Grade B milk is used for the 
production of cheese, butter, and other products. Over 
90 percent of all milk produced in the U.S. is Grade A 
(Agricultural Marketing Service, 2013). Somatic cell 
count is one of the two measures used nationally to 
assess quality and to distinguish Grade A from Grade B 
milk. The premium commanded by Grade A milk and 
its suitability for a wider range of commercial uses have 
generated interest among economists regarding how 
dairy producers may be incentivized to reduce SCC and 
obtain Grade A-status for their output (Balagtas, et al., 
2007). 
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The majority of economic research related to SCC has 
focused on the direct and indirect costs associated with 
bovine diseases and other issues attributable to high 
SCC. These costs stem from multiple  sources. 
Increased SCC in raw milk is associated with adverse 
effects on product quality for a variety of products 
including reduced cheese yield, development of off- 
flavors and reduced shelf life for milk (Barbano, et al., 
2006) as well as reduced yields from dairy cows (Green, 
et al., 2006, Howard, et al., 1991). The price 
commanded by farm milk likely bears an inverse 
relationship with SCC, ceteris paribus. Atsbeha et al. 
(2012) estimated a hedonic pricing function for bulk- 
tank farm milk and found it to decrease nearly linearly 
with SCC. Dekkers et al. (1996) estimated the pecuniary 
benefits dairy producers may achieve, per cow, by 
reducing SCC below various threshold levels. The 
benefits were drawn mostly from the increased yields 
and higher milk prices that would result from lower 
SCC. 


 
High SCC is strongly associated with the incidence of 
bovine disease mastitis, which is one of the most 
significant and quantifiable sources of the costs arising 
from high SCC levels. It is the single most costly 
disease to dairy producers (Bennett and IJpelaar, 2005, 
Rodenburg, 2012). Recently economists have come to 
recognize that the capacity to control outcomes such as 
mastitis may be enhanced from insights gleaned through 
modeling techniques and empirical approaches 
commonly used in the field (McInerney, 2008). Huijps 
et al. (2008) found that dairy producers are likely to 
underestimate considerably the costs associated with 
bovine mastitis, suggesting that further research and 
education on the economic impacts of the disease as 
well as an improved incentive structure towards 
reducing SCC are likely motivated. To that end, Huijps 
et al. (2010) demonstrated penalties to be more effective 
than bonuses in reducing SCC and mitigating mastitis. 
As demand for organic foods continues to expand in the 
U.S. and organic production grows concomitantly, it 
remains unclear as to whether there is a systematic 
difference in SCC or the incidence of mastitis between 
organic and conventional operations and, if so, the 
direction of the difference (Dong et al., 2012, Richards 
et al., 2002). 


 
Several studies have attempted to estimate the total 
economic costs associated with increases in or high 
levels of SCC. The identification of costs associated 
with SCC is difficult due to the large number 
mechanisms by which SCC can generate economic loss 
as well as the multitude of agents, including consumers, 
tied to farm milk output and quality. Bulk-tank SCC 
spiked in the U.S. in 1996 and a large number of studies 
attempted to estimate the related economic impacts. In a 


survey of this literature, Losinger (2005) estimated that 
this short-term increase in average SCC levels resulted 
in a net loss of approximately $810 million to the U.S. 
economy. Bennett (2003) found that mastitis alone is 
responsible for a net loss of 57 to 185 million pounds to 
the U.K. economy annually. It is not an objective of this 
paper to refine the estimation of the economic costs of 
SCC, but rather to improve our understanding of the 
determinants of SCC, including economic incentives, 
given the potential for improvement in the U.S. dairy 
industry and the myriad related costs of excessive SCC. 


 
Econometric Model 
Our study is not the first to examine empirically the 
determinants of SCC or closely-related bovine diseases, 
such as mastitis. Somatic cell count has been modeled in 
many different ways, oftentimes as the basis of a case 
study, and almost uniformly for European  countries. 
Our empirical approach can be thought of as a synthesis 
of different approaches to the problem, applied to the 
United States and with a data set that stands out in the 
extant literature for its depth and richness, namely the 
Agricultural Resource Management Survey (ARMS). 


 
Models of SCC have focused primarily on production 
practices and managerial factors. Production practices 
that have been studied, which are often tied to SCC via 
biological mechanisms, include the adoption of organic 
status (Haskell et al., 2009, Richards et al., 2002) or the 
method of milking (Green et al., 2006). Relevant 
managerial factors include attributes of managers such 
as location or capital intensity as well as linkages to the 
buyers and the supply chain (Dong et al., 2012, Howard 
et al., 1991, Huijps et al., 2010). In this latter category, 
some studies have focused specifically on the roles of 
premiums or penalties imposed by buyers (Hand, et al., 
2012, Nightingale, et al., 2008). 


 
There is often  some degree of  overlap among these 
studies, particularly since production practices and 
managerial factors are typically interrelated. However, 
owing largely to data limitations and small sample sizes, 
few studies have incorporated key elements from both 
categories. Dong et al. (2012), who use the same data 
utilized in our study, are an exception to this although 
they do not examine the importance of incentives within 
the dairy supply chain, generated through the buyer- 
producer relationship, that can be so important to 
shaping milk quality. We argue that it is these factors, 
endemic to the terms established between buyers and 
dairy producers, that provide fertile ground for the 
identification of cost-effective and logistically practical 
means by which to reduce SCC in the U.S. dairy 
industry. This is a contention strongly supported by the 
work   of   Huijps   et   al.   (2010).   Drawing   on   the 
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implications of previous research on SCC and mastitis, 
we model milk quality among dairy producers as: 
(1) Milk   Quality   =   f(Buyer   Terms,   Production 


Practices, Managerial Factors) + error, 
where Buyer Terms serves as an umbrella term for the 
quality-based requirements imposed upon producers by 
milk buyers and any related penalties or bonuses. Model 
(1) is designed to control for key determinants of SCC 
as evidenced by the existing literature on the topic in 
order to flesh out the potential role of buyer 
requirements or standards. Milk quality is measured by 
the somatic cell count and the full set of variables in the 
model is outlined below. 


 
Data and Variable Construction 
The data used in the empirical analysis are drawn from 
the USDA’s 2005 ARMS Phase III, administered jointly 
by the USDA’s Economic Research Service and 
National Agricultural Statistics Service (NASS). The 
ARMS Dairy Costs and Returns Report provides 
detailed data on a large and varied sample of  dairy 
farms. The underlying survey is part of a larger data 
collection endeavor by the USDA and responses are 
obtained through a sequence of in-depth structured 
interviews with producers. All variables are drawn 
directly from ARMS. The survey targeted dairy 
operations in twenty four states that account for more 
than 90% of national milk production and covered all 
major production areas (McBride and Greene, 2009). 
Survey data had a total of 1,814 observations. Omitting 
plausible outliers in the distribution of reported SCC as 
well as those operations lacking responses to key 
questions yielded 1,552 usable observations. The 
complete list of variables used in the analysis, including 
brief definitions and sample summary statistics, is 
available in table 1. The dependent variable, SCC, gives 
the annual average bulk  tank somatic cell count for 
dairy producer i in year t. For the purpose of ARMS 
data collection, SCC is reported in thousands, 
suggesting the importance of accounting for the 
statistical properties of count data. 


 
We examine two variables representing bonuses or 
rewards. SCCPremium reports the value of the 
premium, in dollars per cwt, offered by the buyer in 
return for yielding SCC levels below an agreed-upon 
threshold. Over 59 percent of dairies were offered an 
SCC premium with the premium averaging about 24¢ 
per cwt. We sorted the dairies in the observed sample 
retained for the model into  quartiles by the reported 
SCC. The average premium paid for dairies in the 
lowest quartile of SCC was $0.36 per cwt, dropping to 
$0.12 per cwt for dairies in the highest quartile of SCC. 
The empirical regularity is that higher premium 
payments are associated with lower SCC values or 
higher quality milk from the dairy producer. 


 
VolPremium is a dummy variable equal to one if the 
producer was offered a premium for meeting an annual 
volume threshold, also agreed upon between the buyer 
and seller. Over 43 percent of the surveyed operations 
were offered a volume premium for their milk 
production. The proportion of operations receiving a 
volume premium increases with size. For the smallest 
dairies (1-49 milk cows) only 18 percent receive a 
premium while premiums are reported by over 60 
percent of dairies in the largest size class (over 500 
cows).The potential impact of the volume premium on 
SCC is unclear: higher overall milk yield is typically 
associated with lower SCC (Green et al., 2006); 
however, given herd size, high yielding cows are more 
prone to mastitis which is associated with higher SCC 
and reduction in yield. 


 
We also focus on two variables representing penalties 
imposed by buyers for failing to meet imposed 
standards. Respondents to ARMS are presented with a 
series of eight requirements that are commonly set by 
buyers and asked to indicate how many requirements 
are imposed to them and, if imposed, the respective 
ramifications of failure. TestPenalty reports the number 
of these standards for which the penalty of failure is a 
retesting of milk quality, specifically SCC levels, by the 
buyer. PricePenalty reports the number of questions for 
which the penalty is a potential reduction or 
renegotiation of the milk selling price. The full details 
behind the construction of these variables are available 
in Appendix B. 


 
The next set of variables address managerial factors, 
which largely describe dairy operations in an effort to 
control for key SCC determinants. Most of these are 
relatively time-invariant or very costly to adjust, though 
exhibit a large degree of cross–sectional variation. 
HerdSize and HerdSizeSq are linear and quadratic, 
respectively, counts of dairy cows in the operation, in 
1000s. Allore et al. (1997) and Oleggini et al. (2001) 
found larger herds to be associated with lower bulk talk 
SCC. Several studies on the dairy industry have 
uncovered systematic differences in performance, 
profitability, quality, and yields by geographic region. 
MacDonald et al. (2007) surveyed the dairy industry 
using ARMS data and organized dairy-producing states 
into traditional, western, southern, and “other” 
categories. We use this classification to construct a 
vector of geographical dummies Location. CowAge is 
the average age of the cows in the milking herd, as 
Harmon (1994) and Dong et al. (2012) showed the age 
of dairy cattle to be a small but significant factor driving 
up SCC. HousingAge is the average age of the housing 
units  used  for  dairy  cows.     We  include  this  as  a 
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measurement of the extent to which housing facilities 
are modern and equipped to contain or reduce SCC. 


 
The final set of variables focuses on production 
practices, which are related to managerial factors but 
more closely determined according to operators’ choices 
and typically more elastic over time. SecurityGuidelines 
is an index that reports the extent to which operators 
abide by a series of common biosecurity measures, 
categorized within ARMS. MgmtPractices is an index, 
showing the extent to which operators engage in a series 
of practices that involve the use of modern milking or 
testing methods, digital technology, and marketing 
techniques. Organic is a dummy variable equal to one 
for certified organic operations. The expected 
relationship between SCC and organic status is not 
clear. Richards et al. (2002) note that organically- 
produced milk may have higher SCC due to the 
increased incidence of infections among cattle on these 
operations, but that organic producers typically hold 
their milk with the highest SCC back from the market in 
order to achieve average SCC levels below certain 
thresholds. 


 
Estimation Issues 
The objective of this study is to identify means by 
which dairy operations can feasibly reduce SCC in order 
to meet lower thresholds, or higher quality standards. 
Naturally, this exercise has the strongest implications 
for those producers exhibiting the highest SCC. As 
Dong et al. (2012) argued, quantile regression is a 
potentially valuable tool for this research question as it 
allows for the estimation of effects on SCC specific to 
operators with different levels of SCC, most importantly 
those with the highest and greatest need for 
improvement. 


 
It is appropriate to model SCC as count data given that 
it consists of discrete, nonnegative integers.  The 
variable includes no information past 1000; an actual 
SCC between 55,000 and 56,000 is recorded in ARMS 
as 55. Ordinary least squares relies on the assumption of 
normality, which is typically violated by the highly 
skewed nature  of  count  data,  and  this  can  lead  to 


common count data approaches, such as the generalized 
Poisson or negative binomial, the relationships between 
explanatory variables and response variables are 
determined explicitly by a few moments of the 
parametric distribution (Winkelmann, 2006). In our 
context, these restrictions would ensure that SCC 
increases yield only a single switch between positive 
and negative marginal effects. The quantile model for 
count data relaxes these restrictions and allows for a 
richer determination of the relative magnitudes of 
marginal effects. 


 
The quantile regression for count data approach was 
developed by Machado and Santos Silva (2005). The 
methodology is based on a smoothing algorithm that 
constructs a continuous variable with conditional 
quantiles that have a one-to-one relationship with the 
conditional quantiles of the counts. The discrete count 
response, yi, is replaced with a smooth, continuous 
transformation so that linear quantile regression 
methods can be applied. An auxiliary variable is created 
such that zi = yi + Ui[0,1), where Ui is a uniform random 
variable in  the interval [0,1). Any continuous 
distribution that has support on [0,1) can be used in the 
transformation and standard quantile techniques can be 
applied to a monotonic transformation of the auxiliary 
variable zi. The estimated quantiles of zi are non- 
negative and the transformed quantile function is linear 
in the parameters when a monotonic transformation is 
used. 
Let 𝑄𝑄𝑦𝑦 (𝜏𝜏|𝑋𝑋) and 𝑄𝑄𝑥𝑥 (𝜏𝜏|𝑋𝑋)denote the 100th quantiles (0 
≤ τ  ≤1)  of  the conditional distribution of y and z 
and define 


(2) 𝑸𝑸𝒛𝒛(𝝉𝝉|𝑿𝑿) = 𝝉𝝉 + 𝒆𝒆𝒙𝒙𝒑𝒑[𝑿𝑿𝜷𝜷(𝝉𝝉)] 
The  transformed  y  is  represented  by  z,  the  set  of 
explanatory variables is denoted by X and β represents 
the   estimated   parameters.   The   predictive   equation 
includes the additive term τ because 𝑄𝑄𝑧𝑧 (𝜏𝜏|𝑋𝑋)  is 
bounded from below by τ due to the additive random 
variable U [0,1). The model is estimated in a linear 
form with the following logarithmic transformation of z 


𝒍𝒍𝒐𝒐𝒈𝒈(𝒛𝒛 − 𝝉𝝉) 𝒊𝒊𝒇𝒇                             𝒛𝒛𝒊𝒊  > 𝝉𝝉 


inefficient estimates (Cameron and Trivedi, 1998).  We 
also estimate a generalized Poisson estimation, which is 


(3) 
𝒍𝒍𝒐𝒐𝒈𝒈(𝜻𝜻)  𝒊𝒊𝒇𝒇 


𝒛𝒛𝒊𝒊 


≤ 𝝉𝝉 


appropriate for use with count data, as well as quantile 
regression for count data. We examine how quantiles of 
the conditional distribution of a response variable 
recorded in discrete units (1000s of SCC) depend on a 
set of explanatory variables. 


 
In addition to modeling the entire distribution of SCC 
within the survey, the quantile regression approach 
relaxes important restrictions in the parametric 


specifications of count data models. When using more 
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and regressing these values on the explanatory 
variables. The ς term represents a suitably small 
positive number. The transformation back to the y 
counts uses the ceiling function: 


(4) 𝑸𝑸𝒚𝒚(𝝉𝝉|𝑿𝑿) = [𝑸𝑸𝒚𝒚(𝝉𝝉|𝑿𝑿) − 𝟏𝟏] 
where [α] returns the smallest integer greater than or 
equal  to  α.    The  estimated  quantile  functions  for  zi 


(denoted  as  the  jittered  yi)  provide  a  smooth  linear 
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interpolation among the step functions for yi. The yi are 
described as “jittered” to signify that uniformly 
distributed random noise is added to the original data. 
The result is that Qy(τ|X) can be recovered from 
information on Qz(τ|X). The quantile function is not 
everywhere differentiable because the distribution 
function has corners. But when the explanatory 
variables in the model include at least one continuous 
variable the corner points have measure zero. Machado 
and Santos Silva (2005) demonstrated that the estimator 
is consistent and asymptotically normal. 


 
To further motivate the approach, figure 1 plots SCC as 
a function of number of milk cows per operation. The 
sample of dairy farmers was split into quartiles by herd 
size and then the SCC was computed for each dairy size 
quartile. The medians of the SCC for each dairy size are 
represented by the horizontal lines with the edges of the 
boxes revealing the 25th percentile and 75th percentile 
(the lower and upper quartiles), respectively. 
Particularly among the three largest quartiles, it is clear 
that both median SCC as well as variability across farms 
decrease with herd size. These observations conform 
with the findings of Allore et al. (1997) and Oleggini et 
al. (2001) and also serve to suggest that SCC likely 
exhibits structural differences across dairy farms of 
varying characteristics. While boxplots and related 
statistical tools are limited to examining the distribution 
of SCC with respect to a single variable, the quantile 
regression method offers a powerful framework with 
which to estimate models for the conditional median 
function along with the full range of other conditional 
quantile functions, each as a function of a set of 
explanatory variables. 


 
Results and Discussion 
In our approach, we estimate the econometric model for 
five quantiles, ϑ = 0.05, 0.25, 0.50, 0.75, and 0.95. We 
provide estimates of the relationships between key 
producer and buyer characteristics and the major 
quantiles of SCC as well as the extremes of the 
distribution. The 0.95, for example, is intended to 
provide insights into the factors most important in 
driving variation in the 95th percentile of the SCC 
distribution. The significant factors of the 0.95 quantile 
regression have the strongest implications for those 
dairies with the highest average SCC. Table 2 shows 
the marginal effects for the generalized Poisson 
(GPoisson) regression and the quantile regressions. 


 
A striking feature of the results is the extent to which 
the GPoisson results can differ from the quantile 
regression results. For example, according to the 
GPoisson results, management practices have a positive 
and significant impact on SCC, meaning that they 
reduce  average milk  quality.  However, this  index  is 


negatively and significantly associated with the 0.95 
quantile for SCC among dairy farms and is insignificant 
for the rest. This suggests important differences in 
efficacy between the two approaches. 


 
The factors shown to be important in shaping SCC at 
the 0.75 and 0.95 quantile are of the highest salience in 
understanding the means by which bulk tank SCC in the 
U.S. may be reduced via cost-effective means. In 
general, the number of statistically significant 
explanatory variables grows with quantile size. No 
component of (2) is significant for the 0.05 quantile, 
suggesting that these operations are structurally oriented 
towards low SCC and high milk quality, likely owing to 
long-term investments in capital and established 
relationships with buyers. Alternatively, nine of the 
regressors are significant for the 0.95 quantile of SCC. 
Dong et al. (2012) found similar lack of statistically 
significance explanatory factors for the 0.05 quantile, 
except for buyer requirements for testing. They found 
that requirements for testing for pasteurization 
incubation and for standard plate count, were associated 
with lower SCC levels for the 0.05 quantile. 


 
Several factors, some of which are comparatively easy 
to adjust on a per-farm basis, are shown to significantly 
impact SCC at the highest quantiles.  The 
aforementioned management practices are negatively 
and significantly associated with SCC at the 0.95 
quantile. Several of the included practices are used by 
relatively few operations, meaning that the wide-scale 
adoption of forward purchasing or individual cow 
production records could lead to economically 
significant SCC reductions. Organic certification is 
associated with reduced SCC for the 0.50, 0.75, and 
0.95 quantiles. Taking this finding into account, the 
overall impact of organic production on SCC and milk 
quality remains unclear, particularly in a dynamic 
setting, given that the results do not inform as to the 
long- or short-run effects of obtaining certification on 
SCC. But it is evident that it is associated with 
improvement among the operations with the highest 
SCC levels. 


 
There is ample evidence that penalty and reward 
schemes, as constructed within buyer-producer 
relationships, have the potential to reduce SCC where it 
is the highest. Premiums based on achieving SCC below 
agreed-upon thresholds effectively reduce SCC for the 
0.50 and 0.75 quantiles. Volume premiums are 
significant in lowering SCC for the three largest 
quantiles. This finding may be capturing, in part, 
increased efforts on the part of producers to increase 
yields, which have been inversely linked to SCC. In this 
respect we observe another case where the quantile- 
based results differ  importantly  from  those  of  the 
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GPoisson, which measures a small but positive and 
significant impact on SCC. Increased milk testing is 
shown to reduce modestly SCC for the 0.75 and 0.95 
quantiles. 


 
Figure 2 shows the violin plots for the  somatic cell 
count for dairies that are offered a premium (in dollars 
per cwt) by the buyer in return for producing mild with 
SCC levels below an agreed-upon threshold. Violin 
plots combine box plots and density traces in one 
diagram. The box plots display the center, the spread, 
asymmetry, and outliers in data while the density traces 
reveal the distribution of the data, with its valleys, peaks 
and bumps. The plot shows that operations which dealt 
with buyers offering a premium had lower average SCC 
levels (231 thousand cells per ml.) compared with the 
dairies that had no premium  structure in  place (294 
thousand cells per ml.). Dairies that do not face a 
premium related to SCC also have greater variability in 
the observed SCC levels for their milk. 


 
Larger herd sizes are associated with decreased SCC at 
the 0.95 quantile. The quadratic herd size term is 
positive and significant, conforming to expectations and 
indicating that herd size shares a  “u-shaped” 
relationship with SCC among those farms with lowest 
milk quality. Among the highest quantiles, SCC is lower 
in both the western states and the traditional dairy states, 
as compared to the remaining states in the survey. Dong 
et al. (2012) found a relatively consistent and positive 
effect on SCC levels across the quantiles for states in 
the southeastern region (Tennessee, Kentucky, Florida 
and Georgia). The average age of the dairy herd 
significantly contributes to SCC for the 0.50 and 0.95 
quantiles, a finding similar to that of Dong et al. (2012), 
who measured herd age in the same fashion. We find 
little to no effects on SCC for housing age, biosecurity 
guidelines, or buyer-imposed penalties related to the 
potential price decreases. 


 
Conditional SCC Predictions and Marginal Effects 
The interpretation of coefficients in quantile regression 
for count data is not entirely intuitive. Following 
Miranda (2008), we calculate the predicted SCC and 
marginal   effects   for   all   explanatory   variables,   by 
quantile. The marginal effect of a change in xj from x j 


change in the variable of interest on SCC. As Miranda 
(2008) notes, this procedure is important in the quantile 
regression setting because a significant regression 
coefficient does not necessarily mean that the marginal 
impact is also statistically significant. 


 
Many factors have the strong potential to impact SCC at 
the highest quantiles, particularly 0.95. For those farms 
in the highest quantile in terms of SCC, each additional 
management practice leads to a reduction in SCC of 
10,600. The implementation of additional practices such 
as those listed in appendix B certainly requires case-by- 
case consideration, but as noted, several of the 
individual practices were only in place at a fewer than 
half of all operations as of 2005. Organic certification is 
associated with a marginal reduction of 41,000 for the 
0.75 quantile and 87,000 for the 0.95 quantile. The 
SCC-based premium can lead to a marginal decrease of 
75,000-90,000 for farms in the upper half of average 
SCC, though the effect is not significant for the 0.95 
quantile. The volume-based premium has significant 
marginal effects for the three largest quantiles which 
grow in magnitude with average SCC. It has a marginal 
impact of 64,000 for farms in the 0.95 quantile. 


 
The marginal effects for many of the remaining 
variables are in line with the signs and statistical 
significance of the estimated coefficients in table 2. 
Given that larger operations tend to have lower SCC, an 
increase of 1000 head of dairy cattle is associated with 
5,400 marginal reduction in SCC for the 0.95 quantile. 
Large marginal impacts persist across quantiles for 
operating in western or traditional dairy states. Each 
additional year in average age of the dairy herd has a 
marginal increase of 11,000 for the operations with the 
highest SCC. 


 
It is interesting to note that, among those dairies in the 
0.75 and 0.95 quantiles, several of the controls that are 
capital-intensive or involving high fixed costs have 
small or insignificant marginal effects on SCC. While 
more work, ideally with a longitudinal data set, is called 
for to estimate dynamic impacts of the imposition of 
premiums or penalties, the results demonstrate that such 
factors alone have the potential to significantly reduce 
SCC in the dairy industry. Given that each marginal 
effect is calculated holding all others constant, we have 


to 
(6) 


x1  is 


∆ j 
 
= QSCC 


 
(α | x1 , X) − Q 


 
 
 
 


SCC 


 
(α | x0 , X) 


evidence that the role of incentives is distinct from that 
of investment, as premiums are associated with large 
decreases in SCC without important changes in factors 


where QSCC is the value of the conditional quantile of 
SCC, α is the quantile itself (0.25, 0.50, 0.75, 0.95), and 
X is the vector of remaining explanatory variables, with 
continuous variables held at their means and dummy 
variables at their modes. The marginal effects can be 
interpreted as the predicted impact of an incremental 


such as housing age, herd size, or biosecurity measures. 
Organic certification is costly for U.S. dairy producers 
(Greene, et al., 2009) but given our findings and the 
potential benefits in terms of SCC reduction, there is 
reason to evaluate the costs associated with certification 
in   comparison   to   those   associated   with   capital 
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investments aimed at SCC reduction. The observed 
benefits of organic production on SCC also have policy 
implications, for example potential certification cost 
sharing. 


 
The differences in predicted SCC across quantiles are 
vast. Those operations in the 0.25 quantile have a 
conditional, predicted SCC of 190,000. As points of 
comparison, the allowable SCC limit for market grade 
milk in the U.S. is 750,000 cells/mL, meaning these 
operations are producing milk of a much higher quality 
than is required for Grade A status. However the 
predicted SCC for those farms in the highest quantile is 
440,000, which is higher than the 400,000  cells/mL 
limit of the European Union as well as those imposed by 
several other nations, including New Zealand and 
Australia (Steevens and Poock, 2010). The predicted 
SCC for the median quantile is 250,000, which is above 
the threshold typically indicative of mastitis of some 
form (Smith, 1997). 


 
Predictive Performance: Quantile Model for Counts 
Benoit and van den Poel  (2009) assess the predictive 
performance of the quantile models using two criteria. 
First,  the  absolute  level  of  the  SCC  is  predicted 
assuming that the goal is to assess which dairies are 
producing milk with SCC levels that exceed a given 
standard.  To assess how the model predicts the level of 
SCC,  a  hit  rate  criterion  is  used. The  dairies  are 
categorized  into  four  quartiles  by  SCC,  with  each 
quartile representing higher levels of SCC and lower 
milk quality.  We predict SCC for a conventional (non- 
organic) dairy located in a traditional dairy producing 
state that receives a volume premium.  The continuous 
explanatory variables from the model are set at their 
mean values. 


 
The hit rate is based on the percentage of dairies whose 
predicted SCC falls into the same category as the true 
SCC. The emphasis on the absolute measure of 
predictive performance is on the predicting the SCC 
level for an individual dairy and observing in which 
quartile the dairy is producing. The hit rate  of the 
quantile for counts model in predicting absolute 
performance shows a quite moderate success rate and is 
stable across the quantiles. As shown in figure 3, from 
the 5th through 60th percentiles the hit rate is below 30 
percent and reaches a hit rate of 50 percent only at the 
65th percentile. This criteria is useful if milk buyers are 
attempting to target dairies with an expected SCC above 
a specific threshold.  The predictive performance of the 
SCC model above the 75th quantile has relatively good 
success at targeting dairies with lower milk quality. 


 
A second criterion is developed when the objective is to 
target the lowest quality milk producers (highest SCC 


levels) without focusing on the precise level of the SCC. 
In this case, Benoit and van den Poel propose an 
ordering-based measure of predictive performance. The 
hit rate measure is used to assess the ordering of the 
dairies, without focusing attention solely on the level of 
SCC. The ordering-based hit rate measures the 
percentage of customers with a true SCC in the top-x 
percent have a predicted CLV that is also in the top-x 
percent based on  predicted SCC. A prediction is 
considered accurate if the observed SCC meets or 
exceeds the prediction. 


 
Figure 4 plots the hit rate for both the quantile 
regression and GPoisson results, by SCC quantile. At 
the 70th percentile the quantile regression for the count 
model successfully predicts 32 percent of the dairies 
with SCC levels at or above that level. By contrast the 
GPoisson predicts only two percent of the dairies with 
SCC at or above that level. In fact, the GPoisson has no 
predictive power for the highest levels of SCC, which 
translate for our estimation purposes to the 0.75 and 
0.95 quantiles. The advantage of the quantile for counts 
model is highlighted when milk buyers are interested in 
identifying dairies producing the lowest quality milk 
(highest SCC levels). The performance of the 
generalized Poisson deteriorates more rapidly than the 
quantile for counts model when the focus is on picking 
out the lowest performing dairies. 


 
Conclusions 
We synthesize much of the work that has been done on 
measuring the biological, managerial, and economic 
determinants of SCC in farm milk. We develop and 
estimate a model of SCC that draws upon several key 
factors, with the intent of highlighting incentive-based 
means by which SCC may be reduced among U.S. dairy 
operations. Importantly, we apply quantile regression to 
count data to account for the statistical properties of the 
ARMS dairy data and to measure directly the impacts of 
management and production practices and various 
incentives on dairy producers with the highest SCC 
levels, as these are the operations standing to benefit 
most from novel approaches to SCC reduction. Our 
results indicate that many managerial factors and 
production practices have the potential to reduce 
significantly SCC for those operations with the highest 
average levels. Possibilities include volume-based 
premiums and increased testing requirements on the part 
of buyers, organic certification, and the utilization and 
maintenance of younger dairy herds. 


 
In terms of policy implications, our work suggests that 
for many dairy operations, SCC can  be reduced 
substantially through cost-effective means. One efficient 
approach may be through efforts to forge closer 
relationships between dairy producers and their buyers, 
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as relationships involving more detailed reward and 
punishment schemes seem to have potential to reduce 
SCC among those producers with the highest levels. We 
demonstrate that organic production is associated with 
significantly lower SCC among dairies with high levels, 
suggesting that policies to subsidize or streamline the 
often costly organic certification process may have 
benefits in this respect. Efforts to achieve SCC 
reductions may be less effective among the largest 
dairies, those with greater than 500 cows, but this is not 
to say they should be ignored. On the other hand, the 
results may help to provide a roadmap towards greater 
profitability and competitiveness among smaller dairies. 
Therefore our results have implications for rural 
economies and producer welfare. 


 
There are several limitations and cautions to the 
findings reported in this paper. The SCC level is 
reported as an annual average level. This value smooths 
considerable variation that may occur during the year. 
We find that the level of SCC premium received is 
associated with state level indicators. This suggests 
aspects of the buyer-dairy market may be important and 
therefore warrant further investigation. Although this 
market environment may be captured in  part by the 
regional binary variables, there may be other buyer 
practices that are not fully controlled for by our regional 
variables. 


 
Our results leave much room for future work. One 
strongly motivated avenue is an improved 
understanding of the determinants of net returns, or 
profitability, in the dairy industry. Such research must 
account for SCC, given the large number of potential 
confounding factors involved. But increases in our 
understanding of profitability would greatly enrich this 
story, and likely provide insights into how SCC may be 
effectively reduced even among the largest dairies in the 
United States. Many of the insights gleaned from our 
work could be reinforced and incorporated into a 
framework of entry and exit from the industry through 
the use of longitudinal data. Investigating SCC in this 
regard is not possible with the ARMS data due to 
changes in the questionnaire, so future research on this 
topic must seek out alternate avenues. 
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Biosecurity Guidelines  
Name 
Guideline1 


Description 
Farm had guidelines for allowing visitors 


Percentage of farms 
36 


 
Guideline2 


in animal areas 
Farm determined the geographical source 


 
30 


 of incoming cattle  
Guideline3 Farm trained employees on the 45 


 introduction and spread of disease  
Guideline4 Farm had guidelines regarding foreign 12 


 travel by employees  
Management Practices   
Name 
ArtifSemination 


Description 
Farm used artificial insemination for 
genetic selection 


Percentage of farms 
79 


Embryo Farm used embryo transplants for genetic 11 
 selection  


ControlBreed Farm controlled the breeding/calving 31 
 season  


VetService Farm used regular scheduled veterinary 
services 


70 


Nutritionist Farm used a nutritionist to design mixes or 71 
 purchase feed  


FeedDelivery Farm used a computerized delivery system 14 
ProdRecords Farm kept individual cow production 71 


 
OnFarmComputer 


records 
Farm used an on-farm computer to manage 


 
46 


 dairy records  
Internet Farm accessed the internet for dairy 52 


 information  
ForwardPurchase Farm used forward purchasing to lock in 28 


 input prices  
PriceDiscounts Farm negotiated price discounts with 


suppliers for inputs 
44 


 


Appendix A1: Details on the Formulation of SecurityGuidelines and ManagePractices 
 


In the ARMS survey, farm managers were asked to answer “yes” or “no” to a series of questions pertaining to the 
security guidelines and management practices in place. The applicable guidelines and practices are detailed in table 
A.1. For the purpose of this study, each operation is given scores based on both categories, called 
SecurityGuidelinesand ManagementPractices, respectively. The score in each case is calculated as the total number 
of yes responses with categories. 


 
Table A.1: Biosecurity Guidelines and Management Practices Depicted in ARMS. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Source: Authors calculations based on 2005 ARMS. 
 


Appendix A2: Details on the state classifications. 
 


The state classifications follow MacDonald et al. (2007) and are as follows. Western states: AZ, CA, CO, ID, MT, 
NV, NM, OR, TX, UT, WA, and WY. Traditional dairy States: CT, DE, IA, IL, IN, MA, MD, ME, MI, MN, MO, 
NH, NJ, NY, PA, OH, RI, VT, and WI. 
Other States: AK, AL, AR, GA, FL, HI, KS, KY, LA, MS, NC, ND, NE, OK, SC, SD, TN, VA, and WV. 
Appendix B: Details on the Formulation of Test Penalty and Price Penalty 


 
In the 2005 ARMS Survey, farm managers were asked a series of questions pertaining to the requirements and 
interests of their milk buyers. One question in particular asked about the testing requirements posed by buyers and 
the consequences faced for not meeting these requirements. There are eight testing requirements listed in the 
question. They are as follows. 


 
Does the buyer of your milk or your milk cooperative require: 


 
a. Testing for extra water? 
b. Testing for antibiotic residue? 
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c. Testing for pesticides or other residue? 
d. Testing for PI (Pasteurization Incubation)? 
e. Testing for SPC (Standard Plate Count)? 
f. Your cows to pass a test for tuberculosis? 
g. Your cows or milk to be tested for other pathogens (such as Salmonella, Campylobacter, Cryptosporidium, 
Listeria, E. coli.)? 
h. You to follow a Hazard Analysis and Critical Control Point (HACCP) program or the Performance-Based Dairy 
Farm Inspection System? 


 
For each requirement, the farm manager’s answer has three components. The first is to mark yes or no. The next two 
components are only relevant if the answer to the first part is yes. They are: Are you receiving a premium for  
meeting this requirement? and: What is the consequences of not meeting the requirement? Farm managers are 
provided with a code to answer the consequences portion of the question, with the following choices: 


 
1. Issued only a warning. 
2. Buyer/cooperative sends out a representative. 
3. Required to attend training course. 
4. Buyer/cooperative reduces price/fee paid. 
5. Buyer/cooperative would not purchase milk. 
6. Buyer/cooperative cancels or does not renew contract. 
7. Milk tested more frequently. 
8. No consequence. 
9. Other consequence. 


 
TestPenaltyis calculated as the number of tests required of the farm manager for which the consequence of failure is 
additional testing, or option 7. PricePenaltyis the number of tests for which the consequence is a reduction in the 
price paid, or option 4. Given that there are eight potential requirements, the indexes range from 0 to 8. 
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Table 1: Variable Descriptions and Sample Summary Statistics (N = 1,552) 
Name Description Mean St. Dev. 
SCC Somatic cell count (SCC) (in 1,000s) 257.50 114.90 


SCCPremium Average premium paid based on somatic cell count (in 
dollars per cwt.) 


0.22 0.36 


VolPremium Binary =1 if operation received a premium based on the 
annual production volume 


0.43 0.50 


TestPenalty Index reporting the number of questions asked by buyers 
for which the operation’s response may warrant more 
frequent milk testing 


0.11 0.71 


PricePenalty Index reporting the number of questions asked by buyers 
for which the operation’s response may warrant a 
reduction in milk pricec


 


0.73 1.50 


HerdSize Dairy cow herd size (1000s) 0.36 0.69 


HerdSizeSq Dairy cow herd size squared (quadratic term) 0.60 3.43 


SecurityGuidelines Score based on the adherence to biosecurity guidelinesa
 1.23 1.33 


MgmtPractices Score based on management practices utilized 5.17 2.59 


WesternState Binary =1 if farm is located in a western dairy stateb
 0.22 0.42 


TraditionalState Binary =1 if farm is located in a traditional dairy state 0.49 0.50 


OtherState Binary =1 if farm is located in an other state 0.29 0.45 


CowAge Average age of cows in milking herd (years) 4.53 1.08 


Organic Binary =1 if operation was certified organic 0.20 0.40 


HousingAge Average age of the housing units used for dairy cattle 
(decades) 


19.28 13.54 


a. The applicable biosecurity guidelines, as well as management practices, are drawn directly from the ARMS 
survey and are listed in appendix A1. 
b. The state classifications follow MacDonald et al. (2007) and are described in appendix A2. 
c. The complete details of TestPenalty and PricePenalty, including both the relevant questions and the actions that 
may be taken as a result of producer responses, are found in appendix B. 
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Predicted SCC 


Qz(0.05|x) 
65.000 


Qz(0.25|x) 
190 


Qz(0.50|x) 
250 


Qz(0.75|x) 
320 


Qz(0.95|x) 
440 


HerdSizea
 1.655 -2.065 -2.086 1.034 15.751*** 


 (0.19) (0.67) (0.62) (0.76) (4.43) 


Security -1.956 -2.905 -3.187 -4.982 -55.422 
Guidelines (0.24) (0.52) (1.57) (0.86) (0.96) 


Mgmt 7.179 0.006 -2.463 -4.350 -10.601*** 
Practices (0.73) (0.00) (1.52) (1.20) (5.21) 


WesternState -2.339 -36.013 -54.790*** -62.007*** -51.864* 
 (0.07) (0.68) (8.70) (19.008) (1.87) 


Traditional -4.909 -18.969** -26.030*** -38.824*** -26.052*** 
State (0.11) (2.38) (4.64) (3.00) (9.727) 


CowAge 4.400 2.895 5.829*** 7.472 10.839* 
 (0.22) (0.54) (4.66) (0.86) (1.65) 


Organic 38.386 11.745 -24.946*** -41.432*** -86.639*** 
 (0.58) (1.00) (2.62) (2.74) (2.78) 


HousingAge -0.176 -0.308 -0.266 -0.620** 0.407 
 (0.14) (0.75) (0.85) (2.17) (0.46) 


SCCPremium -11.224 -88.507*** -79.493*** -74.805*** -55.422 
 (0.24) (5.86) (7.48) (6.61) (0.96) 


VolPremium 21.783 -8.298 -22.085*** -30.522* -63.702*** 
 (0.98) (0.80) (3.54) (1.85) (7.45) 


TestPenalty -34.646 -3.797** -9.169 -14.654*** -6.102*** 
 (0.87) (2.42) (0.75) (5.98) (2.78) 


PricePenalty 3.377 1.289 -0.157 -0.555 3.872 
 (0.24) (0.35) (0.06) (0.26) (1.38) 
 


Table 2: Predicted Values of SCC and Marginal Effects for Covariates, by Quantile 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


***: Marginal effect is significant at the 0.01 level. **: At the 0.05 level. *: At the 0.10 level. 
Absolute values of z-scores in parentheses. 
Marginal effects are calculated setting all continuous variables to their mean and all dummy variables to their mode, 
following Miranda (2008). 
a: The marginal effect for herd size takes into account both the linear and quadratic terms estimated and reported in 
table 2. 
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Figure 1: Box Plot of Somatic Cell Count by Dairy Herd Size. 
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Note: The horizontal lines within the shaded boxes represent the median value, for each herd size. 
The top and bottom edges of the shaded boxes portray the 75th and 25th percentiles, respectively. 
The vertical lines indicate the range of the data, excluding outliers. The dots entending upward 
or downward represent statistical outliers. 
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Figure 2: Violin Plot of Somatic Cell Count by SCC Premium 
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Figure 3: Absolute Predictive Performance for Quantile Model for Counts 
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Figure 4: Ordered Predictive Performance for Quantile Model for Counts 
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1.  Introduction 
 
About a third of US taxpayers choose to itemize their 
deductions rather than claim the standard deduction. 
Tax payers with a higher adjusted gross income are 
much more likely to itemize and among itemized 
deductions, the deduction for mortgage interest is by far 
the largest, expected to amount to 6.5 percent ($71.1 
billion) of annual federal tax expenditures in fiscal year 
2014 (Joint Committee on Taxation, 2013)2. This 
compares to 4.7 percent ($51.8 billion) of federal 
tax expenditure for the local and state tax deduction, 
3.9 percent ($43.6 million) for the charitable 
deduction, and 2.6 percent for the real estate taxes 
deduction ($28.6 million). The mortgage interest 
deduction is at the federal level the fourth largest 
overall tax expenditure after the exclusion of 
employer contributions for health care, health 
insurance premiums, and long- term care insurance 
premiums. Even after accounting for incentive effects 
whereby households would reduce their mortgage debt 
in the absence of the deduction, the tax revenues that 
would be generated by a repeal of the deduction would 
be very large (Poterba and Sinai, 2011). 
 
Itemized deductions have substantial costs in terms of 
foregone tax revenues not only at the federal level, 
but also at the state and local levels. In the case of 
the District of Columbia which is discussed in more 
details as a case study in this paper, Juffras (2013) 
distinguishes between three types of tax 
expenditures: those mandated by local law, those 
provided to other governments by virtue of the 
District’s unique role as the country’s capital city (this 
includes for example tax breaks to embassies, 
government agencies, and multilateral organizations), 
and those related to conformity of the tax code 
with federal provisions. In that last category, the 
home mortgage interest deduction was in fiscal year 
2012 the third largest tax expenditure ($87.0 million) 
after employer contributions for medical insurance 
and medical care ($109.4 million) and employer 
pension contributions and earnings plans ($90.7 
million). While tax expenditures for mortgage interest 
deductions of $87.0 million may seem low in 
comparison to the total of $2.9 billion in tax 
expenditures for the District, it is still a substantial 
investment. 
 
The mortgage interest deduction originated in 1913 
from a general provision allowing a deduction for all 
interest in individual tax returns, but as noted by 
Ventry (2011) it is not clear that Congress meant the 
deduction to offset part of the cost of home ownership. 
Researchers as well as critiques of the deduction have 


pointed out repeatedly that most of its benefits go to 
the upper segments of the distribution of income 
who might not need them (e.g., Poterba, 1992; 
Follain, Ling, and McGill, 1993; for more recent 
estimates, see among others Cole, Gee, and Turner, 
2011; Hanson, 2012). The regressivity of the mortgage 
interest deduction results in part from the 
progressivity of marginal income tax rates which 
generates larger breaks for higher income 
households with larger mortgages. But it also results 
from the possibility of opting for the standard 
deduction among low and middle class families for 
whom the mortgage deduction may not bring 
additional benefits because the amount of interest they 
pay is too low. 
 
Given its size and its regressivity, it is not surprising 
that the mortgage interest deduction has been at the 
center of recent discussions of tax reforms.  In 2005, 
President Bush’s Advisory Panel on Tax Reform 
recommended to limit the mortgage interest deduction 
to 15 percent of the interest paid, while Domenici and 
Rivlin (2010) proposed to cap the mortgage interest 
deduction at $25,000. Various assessments (many on-
going) have been undertaken to estimate the costs and 
benefits for various parties of these and other 
proposals (e.g., Cole et al., 2011; Poterba and Sinai, 
2011; Gravelle and Lowry, 2013; Pew Charitable 
Trusts, 2013). Regional politics play a role in these 
policy discussions not only as matters of principle, 
but also because not all states stand to gain or lose 
equally. Apart from being concentrated in upper 
income brackets, the benefits from the mortgage 
interest deduction also tend to be higher in ‘blue’ 
states (Sullivan, 2011), including California and major 
cities of the Mid-Atlantic region, from Washington, 
DC, to Boston (e.g., Gyourko and Sinai, 2003, 2004). 
Spatial differences in benefits from the deduction are 
large as demonstrated in a recent report by the Pew 
Charitable Trusts (2013), and they relate to 
differences in demography and income levels, as well 
as to differences in home prices and state and local 
income and property taxes (Brady et al., 2003). 
 
This paper is also about geographic disparities in the 
mortgage interest deduction. Its objective is to 
provide a simple multiplicative decomposition that 
helps in comparing the levels of mortgage interest tax 
deductions observed in different states or areas, and 
some of the reasons leading to different levels of 
deductions. The idea is that such simple 
decompositions can be useful for states and other 
local authorities to better understand some of the 
reasons why they may have comparatively high or 
low deductions in their state, and whether these 
levels of deductions are as one might have 


 







expected given their overall tax receipts. Apart 
from the decomposition, simple graphical 
visualizations are used to provide a rough 
assessment as to whether the parameter values for the 
various factors contributing to observed levels of 
mortgage interest tax deduction appear to be as one 
might have expected in various states. On purpose, the 
analysis is carried in such a way that it can be easily 
replicated for many other itemized deductions apart 
from the mortgage interest deduction considered for the 
illustration. 
 
The structure of the paper is as follows. Section 2 
presents the decomposition. Section 3 provides the 
results of the decomposition as applied to the levels of 
mortgage interest deductions per person observed by 
state. Those levels are decomposed into a number of 
factors contributing to them – namely a state’s share 
of the population that files tax returns, the share of 
filers who claim the mortgage interest deduction, the 
average taxes paid by filers, and the average mortgage 
interest deduction among claimants. Section 4 
visualizes differences between states in the parameters 


of the decomposition through simple graphs that help 
to assess whether some states are outliers in terms of 
the decomposition’s parameter values. The discussion 
focuses on the case of the District of Columbia for 
illustrative purposes. A brief conclusion follows. 
    
2 In the year for which data are used in this paper, the 
Joint Committee on Taxation (JCT) estimated the tax 
relief provided by the mortgage interest deduction to 
be $91 billion. The concept of tax expenditure was 
initially introduced in 1967 by Assistant Treasury 
Secretary Stanley Surrey and later defined more 
precisely by the Congressional Budget Act of 1974 
as follows: “Revenue losses attributable to provisions 
of the … tax laws which allow a special exclusion, 
exemption, or deduction from gross income or which 
provide a special credit, a preferential rate of tax, or a 
deferral of tax liability” (quote reproduced from Juffras, 
2013). 
 
 


 
2.  Decomposition 


 
Define the total amount of mortgage interest deductions in a state by TD, which stands for total deductions. If P is 
the population of the state, F is the number of income tax filers, D is the number of filers who claim a mortgage 
interest deduction, AT is the average federal tax paid by filers, and AD|D is the average mortgage interest deduction 
claimed among those filers who claim a mortgage interest deduction, the following accounting identity holds: 


 
 F D   AD | D  


TD =  P 
× 


×  ×  AT ×  (1) 


 P F   AT  


 







 


In equation (1), the first term in bracket is simply the number of individuals who claim the mortgage tax 
deduction, and the second term is the average deduction claimed among claimants. The use of the conditional 
symbol “|” simply underscores the fact that for the last term in the decomposition, the average mortgage interest 
deduction is estimated among filers with a mortgage interest deduction and not among all filers. For comparisons 
between states, given that there are large differences in population between the various states, it makes more 
sense to compare mortgage interest deductions per capita, which are denoted by PCD, with: 


 
TD  F D   AD | D  


PCD = = 
 
× 


 ×  AT ×  (2) 


P  P F   AT  
 
Since the decomposition is multiplicative, for small enough changes, the proportional change over time in 
deductions between two states i and j or between any state i and a reference state or the United States as a whole (or 
alternatively all other states apart from the state being considered) can be approximated in additive terms. 
Considering the case of comparisons between an individual state i and the United States as a whole, one has: 


 


(PCDi − PCDUS ) / PCDUS ≈ (ln Fi
 − ln FUS ) + (ln Di


 − ln DUS ) 
Pi PUS Fi FUS  (3) 


+ (ln ATi − ln ATUS ) + (ln AD | Di
 


ATi 


− ln AD | DUS ) 
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The potential usefulness of the decomposition is that 
it highlights four different factors that may affect 
differences deductions per person between states: 
differences between the shares of the population that 
file, differences in the shares of filers claiming a 
mortgage interest tax deduction, differences in the 
average taxes paid by filers, and differences in the 
average deductions of filers among those who deduct 
as a proportion of the average taxes paid by filers. 
Note that while in this paper we consider average 
taxes paid AT as a parameter in the decomposition, 
other normalizing factors could be used as well, such as 
average income. 
Although this is not done in this paper, the same 
decomposition could be used to decompose changes 
over time in mortgage interest deductions within any 
given state. In that case it could make more sense to 
look at total deductions for a state as opposed to 
deductions per capita, and this would yield a fifth 
term in equation (2) that would account for changes 
in the population of the state over time. The 
decomposition can also be used to look at the sources 
of difference between income groups in deduction 
levels, although this is also not done here to keep the 
paper short and focused. 
 
3.  Results 
 
The decomposition was estimated using data on 
itemized tax deductions for mortgage interest by state 
for the year 2010. The population data is from the 2010 
census. The estimates of the number of tax filers, 
itemizers, the amount of taxes paid, and the 
deductions claimed for mortgage interest are obtained 
through simple computational manipulations from the 
data provided in the statistical appendix of the report 
compiled by Pew Charitable Trusts (2013). 
 
Table 1 presents the key results. The first column 
provides the amount of mortgage interest deductions 
by state in US$ millions. The second column 
provides the deductions per capita. The third column 
gives the share of the population that files a tax return, 
while the fourth column gives the share of filers who 
itemize the mortgage interest deduction. The next 
column provides the average taxes paid by filer in the 
state, and the following column gives the ratio of the 
average mortgage interest deduction claimed (among 
claimants) divided by the average taxes paid by filers. 
All these variables are used in equations (1) and 
(2). Finally, the last sets of columns give the 
proportional differences between a state and the 
average for the United States in the key variables, 
which corresponds to differences in logarithms as 
expressed in equation (3). 


 
There are large differences in the variables used for 
the decomposition between states.  The average 
mortgage interest deduction claimed ranges from $516 
in West Virginia to $2,211 in Maryland. The number 
of filers as a share of a state’s population ranges from 
41.1 percent in Utah to 53.7 percent in the District of 
Columbia, while the share of tax filers deducting 
mortgage interest ranges from only 15.0 percent in 
West Virginia and North Dakota to 36.8 percent in 
Maryland. The average tax paid per filer ranges 
from $1,192 in North Dakota to $4,580 in 
Maryland, and the ratio of the average mortgage 
interest deduction among claimants divided by the 
average taxes paid among filers ranges from 2.72 in 
Maryland to 6.67 in West Virginia. It is clear from 
these few cases that there is an inverse relationship 
between some of the parameters. For example, states 
that have lower incomes and thereby lower amounts of 
taxes paid per person tend to have lower shares of 
filers who itemize, and a higher average ratio of 
the mortgage deduction among claimants to the 
average taxes paid by filers (this is because in poorer 
states deductions tend to be concentrated even more 
than elsewhere in the upper income groups). 
 
In order to see how the decomposition (2) and the 
resulting additive decomposition in growth rates (3) 
work, consider the last state in the table, Wyoming. The 
total mortgage interest deductions for the state were 
at $581 million in 2010, and the average deduction 
per person (inhabitant) was $1.031. This compares to 
$1266 for the United States, so that the proportional 
difference between the two values is -18.6 percent (that 
is, -0.186 = (1,031-1266)/1266). This is approximated 
in the “Comparisons” part of table 1 by the difference 
in logarithms indicated in the column “TD/P”, which 
takes a value of -0.20. That difference in logarithms is 
itself the sum of four differences, as expressed in 
equation (3): the difference in the share of the 
population that files (value of 0.05), the difference in 
the share of filers who itemize (-0.23), the difference in 
the average taxes paid by filers (-0.26), and the 
difference in the average deduction among filers who 
itemize divided by the average tax paid by filers 
(0.23). In other words, while Wyoming has a lower 
share of filers who itemize the mortgage deduction, 
this is compensated by a larger average deduction 
among claimants as a share of the average taxes paid 
among filers. If one controls for these two offsetting 
factors in the decomposition, the fact that average taxes 
paid in Wyoming are substantially lower than in the 
United States accounts for much of the difference in 
total mortgage deductions per person between the state 
and the national average. 
 


 







The fact that any given state may have a high or low 
level of mortgage interest deductions per person in 
comparison to the average for the United States does not 
however mean that the state is necessarily an outlier 
given the state’s characteristics. In order to explain 
why this is the case, apart from providing the 
decomposition, it is also useful to visualize its various 
parameters graphically. This is done in Section 4 to 
provide additional intuition – in the form of a basic 
visual diagnostic – as to whether some states are outliers 
for specific parameter values. 
  


 







 
Table 1: Decomposition of Mortgage Interest Tax Deductions by State, 2010 


Levels Comparisons (differences in logs) 
State TD 


($ million) 
TD/P 


($) 
F/P 
(%) 


D/F 
(%) 


AT 
($) 


AD|D/AT TD/P 
(%) 


F/P 
(%) 


D/F 
(%) 


AT 
(%) 


AD|D/AT 
(%) 


Alabama 4052 848 44.0 22.4 1927 4.47 -0.40 -0.06 -0.13 -0.34 0.13 
Alaska 903 1,271 52.6 21.7 2415 4.60 0.00 0.12 -0.16 -0.12 0.16 
Arizona 8602 1,359 43.0 28.0 3164 3.57 0.07 -0.08 0.10 0.15 -0.10 
Arkansas 1783 611 42.0 18.8 1456 5.33 -0.73 -0.11 -0.31 -0.62 0.31 
California 71918 1,930 44.8 27.4 4311 3.65 0.42 -0.04 0.07 0.46 -0.07 
Colorado 9124 1,814 47.1 32.8 3850 3.05 0.36 0.01 0.25 0.35 -0.25 
Connecticut 6497 1,818 48.3 34.3 3761 2.92 0.36 0.04 0.30 0.33 -0.30 
Delaware 1417 1,578 47.6 30.6 3312 3.26 0.22 0.02 0.18 0.20 -0.18 
District of Columbia 1222 2,030 53.7 25.3 3784 3.96 0.47 0.14 -0.01 0.33 0.01 
Florida 20893 1,111 51.2 19.4 2169 5.15 -0.13 0.09 -0.27 -0.22 0.27 
Georgia 11981 1,237 47.4 27.2 2610 3.67 -0.02 0.02 0.07 -0.04 -0.07 
Hawaii 2281 1,677 48.0 23.3 3491 4.28 0.28 0.03 -0.09 0.25 0.09 
Idaho 1719 1,096 42.3 27.4 2591 3.65 -0.14 -0.10 0.07 -0.05 -0.07 
Illinois 16570 1,291 47.1 27.5 2742 3.64 0.02 0.01 0.08 0.01 -0.08 
Indiana 5270 813 46.0 22.8 1767 4.39 -0.44 -0.01 -0.11 -0.43 0.11 
Iowa 2453 805 46.0 24.4 1752 4.10 -0.45 -0.01 -0.04 -0.44 0.04 
Kansas 2470 866 45.8 24.1 1890 4.15 -0.38 -0.02 -0.06 -0.36 0.06 
Kentucky 3353 773 42.8 23.9 1806 4.18 -0.49 -0.09 -0.06 -0.41 0.06 
Louisiana 3186 703 43.9 17.8 1601 5.63 -0.59 -0.06 -0.36 -0.53 0.36 
Maine 1331 1,002 47.1 25.7 2129 3.90 -0.23 0.01 0.01 -0.24 -0.01 
Maryland 12766 2,211 48.3 36.8 4580 2.72 0.56 0.03 0.37 0.52 -0.37 
Massachusetts 11437 1,747 48.9 31.4 3571 3.18 0.32 0.05 0.21 0.27 -0.21 
Michigan 9978 1,010 46.6 26.0 2166 3.84 -0.23 0.00 0.02 -0.23 -0.02 
Minnesota 8184 1,543 48.3 32.7 3195 3.05 0.20 0.03 0.25 0.16 -0.25 
Mississippi 1686 568 43.3 17.2 1314 5.82 -0.80 -0.08 -0.40 -0.73 0.40 
Missouri 5577 931 44.9 24.9 2074 4.02 -0.31 -0.04 -0.02 -0.27 0.02 
Montana 999 1,010 48.0 23.4 2104 4.26 -0.23 0.03 -0.08 -0.25 0.08 
Source: Author’s estimation.            


 







 
Table 1 (Continued): Decomposition of Mortgage Interest Tax Deductions by State, 2010 


Levels Comparisons (differences in logs) 
State TD 


($ million) 
TD/P 


($) 
F/P 
(%) 


D/F 
(%) 


AT 
($) 


AD|D/AT TD/P 
(%) 


F/P 
(%) 


D/F 
(%) 


AT 
(%) 


AD|D/AT 
(%) 


Nebraska 1520 832 46.8 23.8 1780 4.20 -0.42 0.00 -0.07 -0.42 0.07 
Nevada 3792 1,404 46.8 24.6 3001 4.06 0.10 0.00 -0.04 0.10 0.04 
New Hampshire 2055 1,561 50.4 30.3 3095 3.30 0.21 0.08 0.17 0.13 -0.17 
New Jersey 15717 1,788 48.7 32.1 3667 3.11 0.35 0.04 0.23 0.30 -0.23 
New Mexico 1887 916 44.3 21.0 2067 4.77 -0.32 -0.05 -0.20 -0.27 0.20 
New York 22724 1,173 47.8 23.0 2451 4.34 -0.08 0.03 -0.10 -0.10 0.10 
North Carolina 10714 1,124 44.1 28.2 2549 3.55 -0.12 -0.06 0.10 -0.06 -0.10 
North Dakota 394 586 49.1 15.0 1192 6.64 -0.77 0.05 -0.53 -0.82 0.53 
Ohio 10511 911 47.1 25.6 1933 3.91 -0.33 0.01 0.00 -0.34 0.00 
Oklahoma 2448 653 42.4 20.1 1539 4.97 -0.66 -0.10 -0.24 -0.57 0.24 
Oregon 5771 1,506 45.5 31.4 3311 3.18 0.17 -0.02 0.21 0.20 -0.21 
Pennsylvania 13415 1,056 48.3 24.8 2188 4.04 -0.18 0.03 -0.03 -0.21 0.03 
Rhode Island 1456 1,383 48.4 29.7 2860 3.37 0.09 0.04 0.15 0.05 -0.15 
South Carolina 4587 992 44.4 24.8 2236 4.04 -0.24 -0.05 -0.03 -0.19 0.03 
South Dakota 525 645 48.4 15.5 1334 6.43 -0.67 0.04 -0.49 -0.71 0.49 
Tennessee 5228 824 44.9 19.5 1837 5.13 -0.43 -0.04 -0.27 -0.39 0.27 
Texas 19885 791 43.7 19.9 1808 5.04 -0.47 -0.06 -0.25 -0.41 0.25 
Utah 3771 1,365 41.1 32.6 3324 3.07 0.08 -0.13 0.24 0.20 -0.24 
Vermont 660 1,054 50.8 24.4 2075 4.10 -0.18 0.09 -0.04 -0.27 0.04 
Virginia 15585 1,948 46.6 33.2 4179 3.01 0.43 0.00 0.26 0.43 -0.26 
Washington 12078 1,796 47.1 30.2 3811 3.31 0.35 0.01 0.17 0.34 -0.17 
West Virginia 956 516 42.3 15.0 1220 6.67 -0.90 -0.10 -0.53 -0.80 0.53 
Wisconsin 6260 1,101 48.2 29.3 2283 3.41 -0.14 0.03 0.14 -0.17 -0.14 
Wyoming 581 1,031 49.0 20.2 2102 4.94 -0.20 0.05 -0.23 -0.26 0.23 
U.S. 390728 1,266 46.6 25.5 2713 3.92 - - - - - 
Source: Author’s estimation.            
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4.  Visualization of Differences between States 
 
A simple way to visualize the results from the decomposition is to look at scatter plots of the parameter values 
obtained for various states as a function of a separate variable which is likely to be correlated with these 
parameter values. This is done in Figures 1 to 5 with the variable used for the horizontal axis being the average 
amount of taxes paid per inhabitant in a state (this in interesting for its own sake given a focus on taxes, but it is 
also to some extent a proxy for the average level of income in the state). Each state is represented by a dot on 
the Figures, but the District of Columbia, which will be discussed in more details for the illustration, is represented 
by a larger dot. The choice of the District of Columbia for the illustration stems from the fact that it appears to be 
an outlier when simply looking at the values in table 1 since it has the second highest mortgage interest deduction 
per person after Maryland. But on closer inspection, it is less of an outlier than one might think. To show this 
through simple visualizations, each scatter plot includes a logarithmic line (or curve) of best fit, which gives an 
indication of where a state is expected to be for a parameter value given its average level of taxes paid per person. 
There is of course quite a bit of variability across states, with the R-squared values for the curves of best fit 
ranging from 0.12 in Figure 5 to 0.50 in Figure 2. But the results still provide some valuable intuition for discussing 
the parameters obtained for any given state. 
 
What story do the Figures tell in the case of the District of Columbia? Figure 1 suggests visually that the District has 
both one of the highest levels of average taxes paid per person and one of the highest mortgage deductions per 
person nationally. Only one state has a higher level of taxes paid per person (Connecticut), and only one state 
has a higher level of mortgage deductions per person (Maryland, as already mentioned). At the same time, the 
District is about at the level of mortgage deductions that would be expected for a state with its level of taxes paid per 
person – this is illustrated by the fact that the District is near the line of best fit in the Figure. 
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Figure 1: Mortgage Deductions per Person 
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Source: Author based on data in table 1. 
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The first factor or parameter in the decomposition of the average mortgage deduction per person is the share of the 
population that files a tax return. As shown in Figure 2, the District has the highest share of filers among all states, and 
this parameter value for the District appears to be an outlier given its level of average taxes paid per person. A reason 
for this may be the fact that the population of the District now tends to be relatively young, in part because after 
many years of population decline, the District has reversed its fortunes over the last decade, in part with a new 
influx of young and single professionals coming to work in the capital city. This naturally leads to a larger share of 
the population not only earning incomes that warrant tax returns, but also a larger number of tax returns being filed 
by a relatively young population (for established families, the number of tax returns being filed might be smaller due 
to spouses filing jointly). 
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Figure 2: Filers as Share of the Population 
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Source: Author based on data in table 1. 
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Next, Figure 3 visualizes the position of the District in terms of the share of filers who claim the mortgage deduction.  
For this parameter, the District seems again to be an outlier, but this time with a lower than expected parameter value, 
which may seem surprising given that as noted by Rivers (2013), the level of the standard deduction is low in the 
District, which should lead to more tax filers itemizing deductions. The low level of itemization for mortgage interest 
in the District is likely related to the peculiar nature of the District as city-state that is an urban center with a 
higher concentration of rental properties as compared to properties owned by their occupant. The average price of 
apartments and single family homes is also relatively high in the District, which discourages ownership especially for 
the substantial part of the workforce that is transitory, and this applies especially for the younger and growing 
segment of the workforce living in the city. In effect, the higher than expected share of filers in the 
population (with expectations based on the average level of taxes paid per person), and the lower than expected 
share of filers claiming the mortgage deduction are related at least in part to similar circumstances and they tend 
to cancel each other. The district has implemented various policies in order to try to boost ownership rates, 
including some of the lowest average property taxes in the region3 as well as Homestead Deduction, but the impact of 
such policies cannot offset the larger impact of more fundamental demographic and housing market factors leading the 
mortgage deduction rate among tax filers in the District to be relatively low.   
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Figure 3: Deduction Claimants as Share of Filers 
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Source: Author based on data in table 1. 
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In Figure 4, which represents the third parameter in the decomposition (the average taxes paid by filers) the 
District is again located essentially on the line of best fit through the scatter plot. By contrast, in Figure 5 the 
District seems to have a higher than expected ratio of the average mortgage interest deduction among 
claimants divided by the average taxes paid by filers. Given that ownership rates tend to be lower in a city 
environment like that of the District, and that the prices of apartments and homes is relatively high by 
national standards as mentioned earlier, ownership tends to be concentrated among residents with high income 
levels. This also implies that among claimants, the mortgage deductions are substantial (since home prices 
are high as well), leading to a higher than expected level, given the District’s average taxes per person, of 
the ratio of the deductions (among claimants) as a share of the taxes paid by filers. 
 
Overall then, the combination of the various factors is such that the level of the mortgage deductions per person 
observed in the District, while very high in comparison to the United States as a whole (see table 1), is about 
at the level expected given its average taxes per person. 
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Figure 4: Average Taxes Paid per Filer 
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Source: Author based on data in table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
3 As noted by the DC Fiscal Institute (Kerstetter, 2009), property tax rates are low in the District in comparison 
to neighboring jurisdictions. In 2008 for example, homeowners with a dwelling valued at $500,000 paid an average 
tax of $2,725 in the District, versus $3,504 in Montgomery County, $4,752 in Prince George County, and over 
$4,400 in Arlington and Fairfax counties. This is in part because the homeowner property tax rate in the District 
is lower than in most neighboring counties, with the Homestead Deduction available in the District playing a role as 
well. 
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Figure 5: Deduction as Share of Average Taxes Paid 
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Source: Author based on data in table 1. 
 
 
 
 
 
5.  Conclusion 
 
The objective of this paper was to suggest a simple multiplicative decomposition that could help in 
comparing in a stylized way the levels of itemized tax deductions observed in different states or geographic 
areas. The decomposition highlights a number of key variables affecting the level of deductions, such as a 
state’s population, its number of tax filers, the share of filers claiming a specific deduction, the average taxes paid 
by filers, and the average deduction among claimants. Using federal tax as well as population data from 2010, the 
decomposition was applied to the mortgage interest tax deduction, one of the largest tax expenditure at the federal 
level in the United States. 
 
The decomposition is purely descriptive and based on an accounting identity. Neither the decomposition, nor its 
graphical visualization as provided in this paper pretend to imply causality between variables. But it is hoped that 
using such simple decompositions as a preliminary basic diagnostic tool can be useful for states and local 
authorities to investigate some of the reasons why they may have comparatively high or low deductions, as 
well as whether the levels of various deductions are as one might have expected given their overall tax receipts. 
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Abstract 
 


Charitable tax deductions are one of the largest tax expenditures at the state and federal levels, and they are also 
crucial for the sustainability of the charitable nonprofit sector. Understanding some of the factors that drive 
changes in charitable tax deductions over time is needed to inform policy. This paper uses a simple multiplicative 
decomposition to analyze trends in charitable tax deductions with an application to data from the District of 
Columbia over the period 2001-2011, thus including the recent recession. The decomposition shows how changes 
in the District’s population, the share of the population that files tax returns, the share of filers that claim the 
deduction, the average adjusted gross income of filers, and the average deduction claimed by claimants all 
contributed to the overall changes in the level of the deductions. The decomposition is applied for the District’s 
population as a whole as well as by income group. 
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1.  Introduction 
 
Itemized deductions, including the charitable tax 
deduction, represent significant tax expenditures2 at 
federal level. A third of US taxpayers itemize 
deductions in their tax returns, and the cost for fiscal 
year 2014 of the charitable deduction was estimated at 
$43.6 million by the Joint Committee on Taxation 
(2013). While this is smaller than the cost of the 
mortgage interest deduction ($71.1 billion) and the 
local and state tax deduction ($51.8 billion), it is a 
substantial expenditure and it is larger than the cost of 
the real estate taxes deduction ($28.6 million). 
 
The charitable tax deduction was enacted in 1917, 
only four years after the income tax, but it has been 
the subject in recent years of a debate as to whether it 
makes sense, and whether reforms are in order at a 
time of large budget deficits. There is a common 
perception that lower income households give more as 
a percentage of their income to charity (whether they 
itemize such giving in tax returns or not), but this 
perception has been challenged on the grounds that 
part of the research considered only those who gave to 
charity, as opposed to the whole population (Schervish 
et al., 2002). What is clear however is that the benefits 
of the tax deduction itself tend to accrue to 
comparatively wealthier households. The regressive 
character of the deduction stems not only from the 
ability of wealthier households to give more in absolute 
terms, but also from the progressivity of marginal 
income tax rates and the fact that lower and middle 
income tax payers may be better off opting for the 
standard deduction if their charitable and other 
deductions (such as the mortgage interest deduction) 
are not large enough. Furthermore, some have 
argued that the deduction essentially provides 
subsidies to charities favored by the wealthy (Reich, 
2005; Fleisher, 2008), so that in the extreme the 
deduction might subsidize the private tastes of the elite 
instead of serving core social purposes for those in 
need. 
 
Another critique is that the deduction may not be 
efficient in generating substantially higher levels of 
charitable giving, in part because the elasticity of 
charitable deductions to the marginal tax rate may 
not be high even if it increases with higher levels 


of giving (on such estimates, see Barrett et al., 1997; 
Auten et al., 2002; Fack and Landais, 2010; Bakija and 
Heim, 2011; Tiehen, 2001; Bönke et al., 2013). As 
noted by Andreoni (2008), a unitary elasticity would 
lead private donations to match foregone tax revenues. 
But it could be that the elasticity is lower (Gravelle 
and Sherlock, 2009). On the other hand, even if the 
elasticity of deductions to marginal tax rates is lower 
than expected, the ability of nonprofits to sustain their 
charitable work would be curtailed without the 
deduction (Feldstein, 1975; List, 2011), even if not all 
nonprofits would be affected similarly (Brooks, 
2007; Hossain and Lamb, 2012; Yetman and Yetman, 
2013). In the current context of high deficits, the 
charitable deduction has been a target of reform 
proposals (e.g., Domenici and Rivlin, 2010; see 
also Colinvaux et al., 2012), with various attempts 
at assessing the likely costs and benefits for various 
parties of these proposals (e.g., Cordes, 2011). 
 
While much of the research on the charitable tax 
deduction focuses on the federal level, the deduction 
also matters to states and local authorities. In the 
District of Columbia, among the category of tax 
expenditures related to federal conformity provisions, 
the cost of the charitable deduction was $54.5 million 
in 2012 (Juffras, 2013). This is again about only two 
thirds of the cost of the mortgage deduction ($87.0 
million), but still very large. And as observed at 
the federal level, there has been a substantial increase 
in deductions in the District in recent years. 
 
This paper was written from the point of view of a local 
revenue authority – namely the Office of Revenue 
Analysis of the District of Columbia.  The objective of 
the paper is limited, but still important: it is to help give 
local policy makers a sense of recent changes in the 
level of the deductions over time, and what some of the 
factors that have led to these changes are.  Achieving 
such a basic understanding of changes in the levels of 
the deductions is not only a requirement for tax and 
revenue projections, but also a first step before thinking 
about policy option.  To that end, the paper relies on a 
simple multiplicative decomposition to assess key 
factors that have led to changes over time in charitable 
tax deductions for the district as a whole and by income 
group.  


 
 
 
    
2The concept of tax expenditure was coined in 1967 by Stanley Surrey and later defined more precisely by the 
Congressional Budget Act of 1974 as follows: “Revenue losses attributable to provisions of the …tax laws which 
allow a special exclusion, exception, or deduction from gross income or which provide a special credit, a preferential 
rate of tax or a deferral of tax liability” (quote reproduced from Juffras, 2013). 







This paper was written from the point of view of a 
local revenue authority – namely the Office of 
Revenue Analysis of the District of Columbia. The 
objective of the paper is limited, but still important: it 
is to help give local policy makers a sense of recent 
changes in the level of the deductions over time, and 
what some of the factors that have led to these changes 
are.  Achieving such a basic understanding of changes 
in the levels of the deductions is not only a 
requirement for tax and revenue projections, but also a 
first step before thinking about policy options.  To that 
end, the paper relies on a simple multiplicative 
decomposition to assess key factors that have led to 
changes over time in charitable tax deductions for the 
district as a whole and by income group. The case of 
the District of Columbia is interesting for this analysis 
because three different periods can be outlined over 
the last decade with very different outcomes for 
the level of charitable deductions.  In the first few 
years of the millennium, the District was still in a 
difficult situation with a declining population and a 
weak financial position. During that period, charitable 
deductions stagnated. Next, the District benefited 
from a substantial turnaround, not only in terms of 
average incomes but also in terms of rapid population 
growth. This turnaround in the District together with 
external events (including Hurricane Katrina) led to a 
dramatic increase in charitable  deductions  in  just  
one  year,  after  which  deductions  the  level  of  the  
deductions remained high but flat for two years (on 
modeling charitable donations after natural disasters, see 
Brown yet al., 2012). The next phase corresponded 
to the great recession. Even though the District was 
somewhat spared from the worst effects of the 
downturn thanks to its federal workforce and the 
impact of the stimulus, charitable deduction declined 
sharply as of 2009. 
 


Clearly, a lot happened in the decade, and the 
decomposition proposed in the paper helps to show 
how various phases affected the levels of deductions 
overall and by income group. 
 
The structure of the paper is as follows. Section 2 
provides the decomposition of the levels of and 
changes over time in deductions into a number of 
factors contributing to those levels and changes – 
namely a jurisdiction’s population, the share of the 
population filing tax returns, the share of filers who 
claim the charitable deduction, the average income of 
filers, and the average charitable deduction among 
claimants as a share of the average income of filers. 
Section 3 provides the results of the decomposition for 
the District. A brief conclusion follows. 
 
2.  Methodology 
 
In order to analyze trends in charitable tax deductions 
in the District of Columbia, we use a simple 
multiplicative decomposition initially proposed by 
Wodon (2013) for the analysis of mortgage 
deductions. Define the total amount of charitable 
deductions by TD, which stands for total deductions. 
If P is the population of the District, F is the number 
of income tax filers, D is the number of filers who 
claim a charitable deduction, AY is the average federal 
gross adjusted income of filers, and AD|D is the 
average charitable deduction claimed among filers who 
claim a charitable deduction, the following accounting 
identity holds: 
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In equations (1) the use of the conditional symbol “|” indicates that for the last term in the decomposition, the 
average charitable deduction is estimated among filers with a charitable deduction and not among all filers. 
Since the decomposition is multiplicative, for small enough changes the proportional change over time in total 
deductions between an initial period s and a final period t can be approximated in additive terms, as follows: 
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The potential usefulness of the decomposition is that it highlights five different factors that may affect deductions: 
change in the population of the District, change in the share of the population that files, changes in the share of 
filers claiming a charitable tax deduction, change in the average income of filers, and change in the average 
deduction of filers among those who deduct.  Note that the approximation in (2) is valid only for small enough 
changes. If changes are substantial, one way to get the decomposition to work is to look at changes from one year to 
the next.   Alternatively, when looking at changes over longer period of changes, average annual rates of changes 
can be used.  As will be shown in section 3, this works very well for the District. 
 
In addition to estimating the decomposition for the population as a whole, it is interesting to implement it by income 
group or, alternatively, by types of filers, comparing for example those married filing jointly with those married 
filing separately. In this paper, the focus is on income groups.  Denoting different tax filers groups by i=1, …n, the 
decomposition is: 
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Note that in (3) there is an additional term in the decomposition which corresponds to the share of filers in different 
groups (Fi/F). Proportional changes over time from a baseline can be estimated for each group as done in (2). 
Five income groups will be distinguished in this paper: according to the following income thresholds: $50,000 or 
less, $50,000 to $75,000, $75,000 to $100,000, $100,000 to $200,000, $200,000 to $500,000, and above $500,000. 
For ease of interpretation, the income groups are defined using the same threshold over time in nominal 
terms. However, average income and average tax deductions are estimated in real terms, in constant US$ of 
2011. The deflator used is the consumer price index for the Baltimore- Washingt0n DC metropolitan area. 
Conducting the analysis in real terms as opposed to nominal terms matters since the cumulative rate of inflation in 
the decade is at close 30 percent. 
 
3.  Results 
 
Table 1 presents key results for the decade as a whole 
using a tax return database from the DC Office of 
Revenue Analysis. Detailed results by year are 
available in an appendix table and will be discussed 
later. Between 2002 and 2011, total charitable 
deductions in the District of Columbia increased by 
about half in real terms from $569.7 million to 
$834.9 million in real terms. This represents an annual 
growth rate of 4.31 percent per year. The 
decomposition of the growth rate in logarithmic terms 
generates an estimate of the annual growth rate of 4.25 
percent per year, which is very close to the actual value. 
The growth rate of 4.25 percent per year is itself the 


sum of the overall population growth rate over the 
decade (0.83 per year), the increase in the number of 
filers as a share of the population (1.93 percent per 
year), the increase of the share of filers who itemized 
their charitable donation (1.09 percent per year), the 
decrease in the average gross income of filers due in 
large part to the recent recession (-1.70 percent per 
year), and the increase in the share of the average 
deduction among claimants as a share of the average 
income of all filers (2.08 percent per year). Thus, 
with the exception of the reduction in gross average 
incomes over the decade as a whole, all other factors 
in the decomposition contributed to the growth in 
charitable deductions between 2002 and 2011. 
 







The story on a year to year basis is however more 
complex. The detailed data available in appendix 
suggest four very different phases during the decade. 
The first phase runs from 2002 to 2005. In that period 
the level of charitable deductions did not increase 
much – there was an increase in 2003 and 2004, but 
a decrease in 2005 to virtually the same level as that 
observed in 2002. This was a period during which the 
District of Columbia was still in a difficult financial 
situation, or only emerging slowly from that situation, 
and during which population and incomes declined. 
The number of filers as a share of the total population 
increased only slightly during those years, while the 
share of those itemizing charitable deductions and the 
average deduction by claimants as a share of the filers’ 
adjusted gross income remained essentially flat. 
 
Next, in just one year charitable deductions almost 
doubled from their low of $560.8 million in 2005 
to their peak of $1,058.7 million in 2006 (in US$ 
2011 value). This is an astounding increase which is 
likely to have been caused by a remarkable 
combination of factors. First, the data shows that this 
year marked the rebound of the city at least in terms of 
the growth in the adjusted gross income of filers (the 
growth in the population started the following year). 
The average adjusted gross income increased from 
$77,287 (in US$ 2011 value) to $93,489. Some of 
this may have been related to improving job 
opportunities in the District, but some may also have 
been related to a booming stock market and the 
realization of capital gains. In addition, dramatic 
events that occurred in 2005, including Hurricane 
Katrina, generated an outpouring of generosity not 
only in 2005 but also in 2006. Charitable deductions 
were further encouraged through tax incentive 
measures adopted under the Katrina Emergency Tax 
Relief Act of 2005 (KETRA) and the Gulf 
Opportunity Zone Act of 2005 which extended these 
provisions to areas affected by Hurricanes Rita and 
Wilma. The detailed decomposition results in the 
appendix table show that while the share of filers 
in the population increased between 2005 and 2006, 
the largest proportional increases were in terms of 
the share of filers who itemized, their adjusted gross 
income, and the average value of the deductions among 
claimants as a share of the average adjusted gross 
income of filers. 







 
Table 1: Summary Results for the Period as a Whole, 2002-2011 (%) 


 All <50k 50k-75k 75k-100k 100k-200k 200k-500k >500k 
Charitable deductions        
Initial value, 2002 ($ millions, in US$ 2011) 569.7 130.0 83.7 72.1 85.6 69.3 128.9 
Final values, 2011 ($ millions) 834.9 90.4 85.1 70.1 142.1 109.0 338.3 
Annual growth rate (*) (%) 4.31 -3.71 0.58 -0.07 5.99 5.52 11.10 
Decomposition initial values, 2002        
Population (thousands) 574.5 - - - - - - 
Filers (thousands) 245.8 - - - - - - 
Filers by income group (thousands) - 169.5 31.9 15.8 19.7 6.8 2.0 
Filers itemizing deductions (thousands) 86.6 35.0 18.4 11.0 15.2 5.5 1.6 
Average income ($ thousands, real 2011) (**) 76,312 27,580 79,204 111,599 176,304 375,344 1,854,430 
Average deduction if >0 ($ thousands, real 2011) 6.6 3.7 4.6 6.6 5.6 12.6 82.9 
Decomposition final values, 2011        
Population (thousands) 619.0 - - - - - - 
Filers (thousands) 315.4 - - - - - - 
Filers by income group (thousands) - 176.7 48.1 27.9 41.4 17.0 4.3 
Filers itemizing deductions (thousands) 122.6 28.7 19.9 18.6 34.1 16.5 4.7 
Average income ($ thousands, real 2011) 84,986 21,260 61,179 86,412 137,773 287,923 1,656,000 
Average deduction if >0 ($ thousands, real 2011) 6.8 3.1 4.3 3.8 4.2 6.6 72.3 
Decomposition of growth rate 
Population (%) 
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0.83 


 
0.83 


 
0.83 


Filers/population (%) 1.94 1.94 1.94 1.94 1.94 1.94 1.94 
Filers group share (%) - -2.31 1.80 3.51 5.49 7.41 5.54 
Itemizing deductions/filers (%) 1.09 -2.66 -3.68 -0.38 0.74 2.02 3.92 
Average income (%) -1.70 -5.79 -5.76 -5.74 -5.63 -5.84 -4.15 
Average deduction/income (%) 2.08 3.94 5.06 -0.47 2.26 -1.33 2.65 
Sum of annual growth rates (*)(%) 4.25 -4.04 0.18 0.31 5.63 5.02 10.72 
Source: Authors’ computations. 
Note: (*) the annual rate of change is the compounded year-on-year change estimated through a power function; it is not the cumulative change between the 
initial and final years divided by the number of years between the two dates. (**) In the base year 2002, the average incomes by group may be higher than the 
upper bound because the average incomes are adjusted for inflation to reflect US$ 2011 values, while the interval bounds for the groups are not adjusted. 


 
 
 
 
 
 
 
 
 
 


 







For the next two years, the level of the deductions 
remained fairly flat. Adjusted gross incomes fell in 
2008 as the recession and stock market downturn 
hit, but deductions were sustained thanks to 
population growth, steady shares of filers in the 
population and itemizers among filers, and higher 
average deductions among claimants as a share of the 
adjusted gross income of filers. Deductions then 
dropped in 2009, as incomes fell further due to the 
recession, and the share of itemizers as well as the 
average value of the charitable deduction as a share of 
adjusted gross income also fell. Since 2009, the level of 
deductions has remained relatively flat, with a further 
decrease in 2010, but a corresponding rebound in 2011 
despite the weak economy. 
 
Beyond looking at trends for the district as a whole, it 
is also useful to look at trends by income group. This 
can be done for the overall decade in table 1, or by 
year in the appendix table. Considering first the trend 
for the decade as a whole, it is striking that 
deductions have become much more concentrated 
among top income brackets. The level of the 
deductions in the bottom three income brackets 
actually fell between 2002 and 2011, while in the 
top bracket consisting of filers with over $500,000 
in annual adjusted gross income, the annual rate of 
growth in the deductions was in the double digits 
at 11.10 percent. Part of those shifts is mechanical 
and due to the fact that the income brackets have 
been kept constant in nominal terms for the analysis, 
as is often done. Just with inflation and without 
income growth in real terms, this means that some 
filers will move from lower to upper brackets, so that at 
least for the bottom income group, the share of 
individuals in that lower bracket will decrease. 
 
But the shifts are much more fundamental than 
what could be explained by inflation alone. The 
district has been attracting in recent year a more 
wealthy population, and the share of those in the 
higher income brackets has increased. In addition, in 
those groups, the share of those who itemize has 
also increased rapidly, and their average deduction 
as a share of the average income in the group also 
has increased. This more than compensates for the 
decrease in the average income of the higher 
income groups over the decade. As a result, while 
the top income group of those with income levels 
above $500,000 accounted for 22.6 percent of total 
deduction in 2002 (a proportion similar to that of the 
bottom income group that year), its share of total 
deductions increased to 40.5 percent in 2011 (while 
the share of the deductions accounted for by those in 
the bottom income group was reduced to 10.8 


percent). Again, shifts in the population share of the 
various groups did play a role in this change. But 
other factors were at work, including apparently an 
inability of lower income groups to contribute and 
deduct as much as they used, which was probably due 
to the larger impact of the recession on those groups. 
 
4.  Conclusion 
 
The purpose of this paper was to provide an account of 
changes in the levels of charitable tax deduction in 
the District of Columbia using a simple 
multiplicative decomposition highlighting some of the 
key factors that led to such changes. Between 2002 and 
2011, charitable deductions increased by about half in 
real terms, with population growth, an increase in the 
share of the population filing tax returns, an increase 
in the share of filers claiming the deduction, and an 
increase in the average deduction among claimants as 
a share of the average adjusted gross income of filers 
all played a role in this increase. By contrast, there a 
decrease in the average income of filers over the 
same period that offset some of the effects of the other 
variables. The estimation of the decomposition by 
year revealed some of the complex circumstances that 
led to these changes, and the estimation of the 
decomposition by income group suggested a dramatic 
increase in the role of top income earners in the overall 
charitable deduction in the District. 
 
The decomposition is on purpose a very simple and 
purely descriptive tool that is not meant to imply 
causality and that does not replace more sophisticated 
analytical work to inform policy. But hopefully this 
type of simple decomposition can be instrumental in 
promoting a better understanding of the dynamics of 
charitable deductions, which could be useful especially 
for local authorities that may not have the means to 
undertake more advanced work. 
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Source: Authors’ estimation. Note: Gi expressed in $ million; all dollar value in real terms for 2011. 
Notes: The annual rate of change is the compounded year-on-year change estimated through a power function; it is not the cumulative change between the initial 
and final years divided by the number of years between the two dates. In the base year 2002, the average incomes by group may be higher than the upper bound 
because the average incomes are adjusted for inflation to reflect US$ 2011 values, while the interval bounds for the groups are not adjusted. 


Appendix Table: Detailed Results by Year and for the Decade as a Whole 
 P F/P 
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($M) 
All – Levels All - Growth rates (%) 


2002 574,504 42.8% - 35.2% 76,312 6.6% 569.7 2002-03 -0.23 -0.23 - -5.24 0.21 17.91 12.41 
2003 573,158 42.7% - 33.4% 76,474 7.9% 627.4 2003-04 -0.82 0.83 - 11.76 9.61 -4.66 16.72 
2004 568,502 43.0% - 37.6% 84,185 7.6% 721.4 2004-05 -0.13 4.58 - -2.83 -8.55 -14.34 -21.26 
2005 567,754 45.1% - 36.6% 77,287 6.6% 560.8 2005-06 -0.11 6.99 - 21.53 19.03 19.64 67.08 
2006 567,136 48.3% - 45.3% 93,489 8.0% 1,058.7 2006-07 0.62 4.42 - -4.13 0.90 0.06 1.87 
2007 570,681 50.5% - 43.5% 94,333 8.0% 1,041.2 2007-08 0.65 0.31 - -2.66 -13.02 19.51 4.79 
2008 574,404 50.7% - 42.4% 82,817 9.7% 1,045.3 2008-09 1.01 -0.26 - -2.67 -4.85 -17.43 -24.21 
2009 580,236 50.5% - 41.2% 78,892 8.2% 818.9 2009-10 2.05 2.15 - -2.61 4.77 -9.16 -2.82 
2010 592,228 51.6% - 40.2% 82,745 7.5% 782.8 2010-11 4.42 -1.31 - -3.32 2.67 7.23 9.69 
2011 619,020 50.9% - 38.9% 84,986 8.0% 834.9 Average 0.83 1.94 - 1.09 1.20 2.08 7.14 


       Cumulative 0.83 1.96 - 1.10 1.20 2.11 7.20 
Below 50k - Levels Below 50k - Growth rates (%) 


2002 574,504 42.8% 68.98% 20.65% 27,580 10.4% 130.0 2002-03 -0.23 -0.23 -1.38 -13.28 -0.75 5.08 -10.81 
2003 573,158 42.7% 68.03% 18.08% 27,373 10.9% 113.5 2003-04 -0.82 0.83 -3.56 8.00 -1.43 4.03 7.06 
2004 568,502 43.0% 65.65% 19.59% 26,985 11.4% 118.5 2004-05 -0.13 4.58 -1.90 -8.69 0.90 0.23 -5.02 
2005 567,754 45.1% 64.41% 17.96% 27,228 11.4% 108.4 2005-06 -0.11 6.99 -4.55 23.84 -6.29 19.98 39.85 
2006 567,136 48.3% 61.54% 22.79% 25,569 13.9% 155.8 2006-07 0.62 4.42 -2.80 -8.97 -2.38 -8.97 -18.08 
2007 570,681 50.5% 59.84% 20.84% 24,966 12.7% 125.5 2007-08 0.65 0.31 -1.39 -11.20 -8.31 17.10 -2.84 
2008 574,404 50.7% 59.01% 18.63% 22,976 15.1% 116.7 2008-09 1.01 -0.26 -1.68 -5.66 -2.86 -2.76 -12.21 
2009 580,236 50.5% 58.03% 17.61% 22,328 14.7% 103.1 2009-10 2.05 2.15 -2.00 -2.31 -0.67 13.50 12.72 
2010 592,228 51.6% 56.88% 17.20% 22,179 16.8% 115.2 2010-11 4.42 -1.31 -1.50 -5.66 -4.23 -12.71 -20.99 
2011 619,020 50.9% 56.03% 16.26% 21,260 14.8% 90.4 Average 0.83 1.94 -2.31 -2.66 -2.89 3.94 -1.15 


        Cumulative 0.83 1.96 -2.28 -2.62 -2.85 4.02 -0.94 
50k to 75k – Levels 50k to 75k - Growth rates (%) 


2002 574,504 42.8% 12.98% 57.57% 79,204 4.4% 83.7 2002-03 -0.23 -0.23 1.80 -5.42 -2.76 48.06 41.21 
2003 573,158 42.7% 13.22% 54.53% 77,051 7.2% 122.9 2003-04 -0.82 0.83 1.49 8.42 -2.75 -41.38 -34.21 
2004 568,502 43.0% 13.42% 59.31% 74,961 4.7% 84.9 2004-05 -0.13 4.58 3.24 -5.56 -3.81 2.79 1.11 
2005 567,754 45.1% 13.86% 56.11% 72,162 4.9% 82.6 2005-06 -0.11 6.99 2.95 13.49 -3.49 11.29 31.12 
2006 567,136 48.3% 14.27% 64.21% 69,688 5.5% 108.8 2006-07 0.62 4.42 1.66 -9.94 -3.56 2.25 -4.55 
2007 570,681 50.5% 14.51% 58.13% 67,254 5.6% 100.4 2007-08 0.65 0.31 1.95 -7.81 -4.43 5.72 -3.62 
2008 574,404 50.7% 14.80% 53.77% 64,337 5.9% 92.6 2008-09 1.01 -0.26 2.59 -5.78 -0.24 4.59 1.91 
2009 580,236 50.5% 15.19% 50.75% 64,181 6.2% 94.2 2009-10 2.05 2.15 -0.20 -7.42 -1.55 2.96 -2.01 
2010 592,228 51.6% 15.16% 47.12% 63,195 6.4% 90.8 2010-11 4.42 -1.31 0.72 -13.14 -3.24 9.30 -3.25 
2011 619,020 50.9% 15.27% 41.32% 61,179 7.0% 85.1 Average 0.83 1.94 1.80 -3.68 -2.87 5.06 3.08 


        Cumulative 0.83 1.96 1.81 -3.62 -2.83 5.19 3.36 
 







 


Source: Authors’ estimation. Note: Gi expressed in $ million; all dollar value in real terms for 2011. 
Notes: The annual rate of change is the compounded year-on-year change estimated through a power function; it is not the cumulative change between the initial 
and final years divided by the number of years between the two dates. In the base year 2002, the average incomes by group may be higher than the upper bound 
because the average incomes are adjusted for inflation to reflect US$ 2011 values, while the interval bounds for the groups are not adjusted. 


Appendix Table (Continued): Detailed Results by Year and for the Decade as a Whole 
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75k to 100k – Levels 75k to 100k - Growth rates (%) 


2002 574,504 42.8% 6.44% 69.29% 111,599 4.5% 72.1 2002-03 -0.23 -0.23 3.39 -4.64 -2.61 -26.75 -31.08 
2003 573,158 42.7% 6.66% 66.15% 108,722 3.5% 51.4 2003-04 -0.82 0.83 5.60 9.58 -2.64 2.31 14.87 
2004 568,502 43.0% 7.05% 72.79% 105,894 3.6% 58.0 2004-05 -0.13 4.58 5.77 -2.14 -3.88 2.69 6.88 
2005 567,754 45.1% 7.47% 71.25% 101,862 3.7% 59.8 2005-06 -0.11 6.99 3.84 13.04 -3.51 4.69 24.93 
2006 567,136 48.3% 7.76% 81.17% 98,344 3.8% 74.0 2006-07 0.62 4.42 3.43 -5.83 -3.49 0.41 -0.43 
2007 570,681 50.5% 8.03% 76.58% 94,969 3.8% 71.1 2007-08 0.65 0.31 2.48 -2.68 -4.39 3.61 -0.01 
2008 574,404 50.7% 8.23% 74.55% 90,895 4.0% 68.1 2008-09 1.01 -0.26 3.82 -4.12 -0.05 0.85 1.24 
2009 580,236 50.5% 8.55% 71.54% 90,847 4.0% 68.8 2009-10 2.05 2.15 2.00 -3.66 -1.67 2.98 3.84 
2010 592,228 51.6% 8.73% 68.97% 89,342 4.1% 70.3 2010-11 4.42 -1.31 1.23 -3.00 -3.34 4.97 2.98 
2011 619,020 50.9% 8.83% 66.93% 86,412 4.3% 70.1 Average 0.83 1.94 3.51 -0.38 -2.84 -0.47 2.58 


        Cumulative 0.83 1.96 3.57 -0.38 -2.80 -0.47 2.71 
100k to 200k – Levels 100k to 200k - Growth rates (%) 


2002 574,504 42.8% 8.01% 77.07% 176,304 2.5% 85.6 2002-03 -0.23 -0.23 4.74 -1.05 -2.73 -16.26 -15.76 
2003 573,158 42.7% 8.39% 76.26% 171,561 2.1% 71.2 2003-04 -0.82 0.83 9.73 6.56 -2.52 25.54 39.33 
2004 568,502 43.0% 9.25% 81.43% 167,284 2.7% 102.6 2004-05 -0.13 4.58 5.44 -0.52 -3.88 0.14 5.62 
2005 567,754 45.1% 9.77% 81.01% 160,922 2.7% 104.3 2005-06 -0.11 6.99 8.40 13.27 -2.81 3.84 29.57 
2006 567,136 48.3% 10.63% 92.50% 156,458 2.8% 135.4 2006-07 0.62 4.42 5.11 -4.25 -3.46 -1.89 0.55 
2007 570,681 50.5% 11.18% 88.66% 151,136 2.8% 131.4 2007-08 0.65 0.31 5.36 -0.64 -4.31 4.91 6.27 
2008 574,404 50.7% 11.80% 88.09% 144,763 2.9% 133.9 2008-09 1.01 -0.26 4.78 -2.60 -0.41 -0.74 1.78 
2009 580,236 50.5% 12.38% 85.83% 144,169 2.9% 136.0 2009-10 2.05 2.15 3.82 -3.36 -1.55 2.14 5.24 
2010 592,228 51.6% 12.86% 82.99% 141,945 2.9% 140.9 2010-11 4.42 -1.31 2.01 -0.75 -2.98 2.69 4.09 
2011 619,020 50.9% 13.12% 82.38% 137,773 3.0% 142.1 Average 0.83 1.94 5.49 0.74 -2.74 2.26 8.52 


        Cumulative 0.83 1.96 5.64 0.74 -2.70 2.29 8.76 
200k to 500k – Levels 200k to 500k - Growth rates (%) 


2002 574,504 42.8% 2.77% 81.22% 375,344 2.6% 69.3 2002-03 -0.23 -0.23 3.38 3.64 -3.77 -1.13 1.65 
2003 573,158 42.7% 2.86% 84.23% 361,456 2.5% 68.6 2003-04 -0.82 0.83 18.24 4.43 -1.45 8.11 29.33 
2004 568,502 43.0% 3.43% 88.04% 356,235 2.8% 89.4 2004-05 -0.13 4.58 2.46 0.45 -4.65 -12.64 -9.93 
2005 567,754 45.1% 3.52% 88.44% 340,065 2.4% 77.9 2005-06 -0.11 6.99 20.26 14.52 -3.01 1.81 40.45 
2006 567,136 48.3% 4.31% 102.25% 329,971 2.5% 112.6 2006-07 0.62 4.42 11.90 -2.50 -3.36 -7.21 3.87 
2007 570,681 50.5% 4.85% 99.73% 319,060 2.3% 113.0 2007-08 0.65 0.31 -0.56 6.95 -5.24 -1.70 0.41 
2008 574,404 50.7% 4.83% 106.91% 302,779 2.3% 108.6 2008-09 1.01 -0.26 -2.45 -0.15 -0.84 1.66 -1.03 
2009 580,236 50.5% 4.71% 106.75% 300,235 2.3% 107.3 2009-10 2.05 2.15 7.27 -6.15 -1.35 -0.73 3.24 
2010 592,228 51.6% 5.07% 100.38% 296,223 2.3% 109.0 2010-11 4.42 -1.31 6.18 -3.03 -2.84 -0.18 3.24 
2011 619,020 50.9% 5.39% 97.38% 287,923 2.3% 109.0 Average 0.83 1.94 7.41 2.02 -2.95 -1.33 7.92 


        Cumulative 0.83 1.96 7.69 2.04 -2.90 -1.33 8.29 
 







 
Appendix Table (Continued): Detailed Results by Year and for the Decade as a Whole 


 P F/P 
(%) 


Fi/F 
(%) 


Di/Fi 
(%) 


Yi 


($) 
AD|Di/Yi 


(%) 
Gi 


($M) 
 P F/P Fi/F 


(%) (%) 
Di/Fi 
(%) 


Yi 


($) 
AD|Di/Yi 


(%) 
Gi 


($M) 
Above 500k – Levels Above 500k - Growth rates (%) 


2002 574,504 42.8% 0.83% 76.65% 1,854,430 3.4% 128.9 2002-03 -0.23 -0.23 0.62 9.81 1.70 34.93 46.59 
2003 573,158 42.7% 0.83% 84.55% 1,886,196 4.9% 199.9 2003-04 -0.82 0.83 36.67 7.91 -6.31 -6.20 32.09 
2004 568,502 43.0% 1.20% 91.51% 1,770,852 4.6% 268.0 2004-05 -0.13 4.58 -20.74 -3.00 -17.75 -33.01 -70.05 
2005 567,754 45.1% 0.97% 88.81% 1,482,823 3.3% 127.9 2005-06 -0.11 6.99 42.43 19.78 28.35 36.69 134.13 
2006 567,136 48.3% 1.49% 108.23% 1,968,872 4.8% 472.1 2006-07 0.62 4.42 5.83 -0.95 -4.86 4.18 9.25 
2007 570,681 50.5% 1.58% 107.21% 1,875,462 5.0% 499.8 2007-08 0.65 0.31 -17.14 18.71 -19.36 26.22 9.39 
2008 574,404 50.7% 1.33% 129.27% 1,545,320 6.5% 525.4 2008-09 1.01 -0.26 -15.17 4.85 -7.23 -35.92 -52.73 
2009 580,236 50.5% 1.14% 135.69% 1,437,531 4.5% 309.5 2009-10 2.05 2.15 13.88 -18.72 3.22 -19.59 -17.01 
2010 592,228 51.6% 1.31% 112.53% 1,484,624 3.7% 256.7 2010-11 4.42 -1.31 3.44 -3.12 10.92 16.49 30.85 
2011 619,020 50.9% 1.36% 109.07% 1,656,000 4.4% 338.3 Average 0.83 1.94 5.54 3.92 -1.26 2.65 13.61 


        Cumulative 0.83 1.96 5.69 4.00 -1.25 2.68 13.91 
Source: Authors’ estimation. Note: Gi expressed in $ million; all dollar value in real terms for 2011. 
 
Notes: The annual rate of change is the compounded year-on-year change estimated through a power function; it is not the cumulative change between the initial 
and final years divided by the number of years between the two dates. In the base year 2002, the average incomes by group may be higher than the upper bound 
because the average incomes are adjusted for inflation to reflect US$ 2011 values, while the interval bounds for the groups are not adjusted. 
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